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Introduction
[bookmark: OLE_LINK90]In Rel-18, the application of AI/ML techniques to NR air interface has been studied. In RAN#102 meeting, it has been agreed to do the normative support for the general framework for AI/ML for air interface, as well as, enable the recommended use cases in the preceding study[1]. In addition, we also agree to further study some issues identified during the Rel-18 study in an attempt to deepen the understanding in view of future normative work.
In this paper, we would share our views on the general part, including data collection for UE-sided model training, model transfer/delivery and model identification/procedure.

[bookmark: OLE_LINK49]Discussion
Data collection for UE-sided model training
In Rel-18 study stage, several of UE data collection mechanisms have been studied and identified. They also have been captured in TR38.843 [2] shown below.
	The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.

3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


In our mind, since the purpose of UE’s data collection is for UE-sided model training, we have not seen any strong justification to let the privacy data exposure to Network. Thus, we prefer mechanism 1a. Given what we have said, the issue is more related to RAN2. We can further discuss about it after some progress of RAN2.
[bookmark: OLE_LINK33][bookmark: OLE_LINK34]Proposal 1: For data collection for UE-side model training, support 1a or we could wait the progress of RAN2.

Model transfer/delivery
In R18, six model transfer/delivery cases (i.e., case y/z1/z2/z3/z4/z5) have been identified, and pros and cons for each case also have been studied in RAN1. With the assumption of model transfer/delivery, RAN2 has done studies from the perspective of signaling procedure.
In previous meetings [3][4], some cases of model transfer/delivery have been concluded to be deprioritized. One initial summary on current status is shown below.
Table 1 The current status of mode transfer/delivery cases
	
	UE-sided model
	Two-sided model

	Case y
	
	

	Case z1
	
	

	Case z2
	Deprioritized
	

	Case z3
	Deprioritized
	Deprioritized

	Case z4
	
	

	Case z5
	Deprioritized
	Deprioritized


For Case z1, it may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y, which does not have such burden. Although Case z1 may alleviate the burden of model maintenance/storage at the device side. However, the issue of model maintenance/storage would not exist for UE’s server where the model training would happen. 
[bookmark: OLE_LINK24][bookmark: OLE_LINK35]Proposal 2: From RAN1 perspective, the model transfer/delivery Case z1 is deprioritized in Rel-19.
For the reasons of risk of proprietary design disclosure and burden of offline cross-vendor collaboration, Case z2 has been deprioritized in Rel-19 for UE-sided model. For two-sided model, Case z2 also should be deprioritized. There is no huge additional benefit compared with case y.
Proposal 3: From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized in Rel-19 for two-sided model.
For Case z4 with model transfer in open format of a known model structure at UE, it may be beneficial for two-sided model in terms of device storage requirement, and model paring. However, proprietary design disclosure concern would arise. In addition, for model pairing, there are other solutions other than model delivery/transfer. The training type for two-sided model has not been decided for two-sided model, and multi-vendor issue is being discussed in AI9.1.3.2. Thus, we suggest to defer the discussion on the case z4 and wait the progress of 9.1.3.2.
[bookmark: OLE_LINK12]Proposal 4: Suggest to defer the discussion on Case z4 until good progress on AI9.1.3.2 multi-vendor issue achieved.

Model identification
In [1], it has stated that we would continue to study model identification, including necessity and details in Rel-19.
	· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 


For model-based identification, in Rel-18 study stage and also in TR38.843 [2], we have agreed three types of model identification where Type A is for offline identification, and Type B1 and Type B2 are for online identification. 
	-	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling
-	The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
-     Type B: Model is identified via over-the-air signalling,
-	Type B1: 
-	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Type B2: 
-	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-      Note: This study does not imply that model identification is necessary.


[bookmark: OLE_LINK25]In RAN1#116 [3], after some discussions, the following agreements have been achieved to provide some guidance for future discussions.
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· [bookmark: OLE_LINK4]Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion


[bookmark: _GoBack]Regarding MI-Option1, one example has been agreed in last meeting [4].
	Agreement
[bookmark: OLE_LINK27]From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· [bookmark: OLE_LINK28]A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· [bookmark: OLE_LINK26]Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.


For Type A, a large of air interface overhead can be saved while offline engineering is required. For offline coordination, in theory, anything can be exchanged/coordination among different entities and it is not needed to be specified. It can be applicable for two-sided model and one-sided model. 
For type B, Type B1 and Type B2 can be interpreted as online identification. It is obvious that offline co-engineering can be avoided but it would bring in air interface overhead, spec effort and so on. 
Regarding MI-Option 1 for Type B, model identification can be completed along with dataset collection related configuration(s) and/or indication, e.g., step D in AI-Example1 of MI-Option1. Regarding dataset collection related configuration, it can be RS configuration, or #subband configuration, or configuration reflecting NW-side additional condition, or configuration reflecting UE-side additional condition, and so on. The dataset achieved by basing the related configurations can be used for model training. Depending on model training methods, one physical model can be trained with dataset achieved by basing on one specific dataset collection configuration/associated ID, or multiple datasets achieved by basing on multiple specific dataset collection configuration/associated ID. Regarding how logical model ID is determined, it is preferred that it is up to NW to assign the model ID to UE, since NW is always responsible for the cell management, and it can alleviate NW’s burden if unified model ID management is considered for all UEs in the cell. 
[bookmark: OLE_LINK36][bookmark: OLE_LINK37]Proposal 5: For AI-Example of MI-Option 1, it is up to NW to assign the model ID.
For MI-Option 2, it is similar to MI-Option 1. The difference lies in the dataset is directly transferred for option 2. The transferred dataset also can be represented by one ID, e.g., dataset ID, associated ID. It can be applied for one-sided model and two-sided model.
[bookmark: OLE_LINK5]For MI-Option 3, model identification is accomplished with model transfer, where model ID can be included into the transferred information. It can be applied for any use case. But it depends on whether model transfer would be supported.
For MI-Option 4, since the reference model would be standardized, it is natural to realize model identification, and it can be applicable for any use case. But it depends on whether to define the reference model in Rel-19.
For MI-Option 5, we are not clear about how it work. Generally only after identification, the monitoring stage would be started. Blind monitoring/identification would cause more resources to be wasted, and the latency/performance can not be ensured.
[bookmark: OLE_LINK31][bookmark: OLE_LINK32][bookmark: OLE_LINK38]Observation 1: MI-Option2/3/4 can be considered for two-sided use cases
Proposal 6: MI-Option 5 can be deprioritized. 
Like model identification Type A, model identification Type B also can be applied for one-sided use cases and two-sided use cases. But it does not mean model identification is necessary. For example, for one-sided use case like BM and positioning, we have not seen additional benefits compared to functionality identification. For two-sided use case, e.g., (S-F or T-S-F) CSI compression, the model identification can be considered, and it may be beneficial to enable model alignment between two sides. 
[bookmark: OLE_LINK52][bookmark: OLE_LINK48][bookmark: OLE_LINK51][bookmark: OLE_LINK7][bookmark: OLE_LINK39]Proposal 7: For two-sided model, model identification, e.g., MI-Option2/3/4, can be considered, at least for the sake of providing pairing of two-sided models.

Conclusion 
In this contribution, we provide our opinions on general aspects of AI/ML:
Observation 1: MI-Option2/3/4 can be considered for two-sided use cases
Proposal 1: For data collection for UE-side model training, support 1a or we could wait the progress of RAN2.
Proposal 2: From RAN1 perspective, the model transfer/delivery Case z1 is deprioritized in Rel-19.
Proposal 3: From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized in Rel-19 for two-sided model.
Proposal 4: Suggest to defer the discussion on Case z4 until good progress on AI9.1.3.2 multi-vendor issue achieved.
Proposal 5: For AI-Example of MI-Option 1, it is up to NW to assign the model ID.
Proposal 6: MI-Option 5 can be deprioritized. 
Proposal 7: For two-sided model, model identification, e.g., MI-Option2/3/4, can be considered, at least for the sake of providing pairing of two-sided models.
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