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Signalling enhancement for UE-sided model
How to ensure consistency from training to inference
	Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 


A potential issue with a data-driven approach for learning the gNB TX beam properties is that within the cell, there can be scenarios where beam configurations are semi-dynamically adjusted to better fit to the current traffic load situations. To enable a trained AI/ML model at the UE-side to be valid in a specific cell over time, RAN1 need to identify a solution that can handle this ambiguity. During RAN1#116bis, two alternatives were provided, firstly based on an identifier, and secondly using performance monitoring. 
Based on associated ID 
To reduce the monitoring burden discussed in option 2, an identifier can be provided to the UE that ensures consistency of the NW transmission parameters for its setA/B configuration. For example, in case the UE receive the same associated identifier for a Resource over multiple RRC sessions, it can assume that it is transmitted using the same TX spatial filter. This can be achieved by introducing an associated identifier for the CSI resource, which is then valid over multiple RRC sessions in contrast to a legacy CSI resources. 

	Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
…….



Based on the agreement above from agenda item 9.1.3.3, we observe that the data collection related configuration might have an associated ID. In the beam management use case, our understanding is captured in the following observation.
[bookmark: _Toc166237004]For UE-sided models, the data collection related configuration comprises the configuration of set A/B and the associated ID ensures the consistency of the NW transmission parameters in such set A/B transmission. 
It is still unclear how/where set A/B are configured in respect to the existing CSI framework, and where the identifier is to be introduced is a similar discussion. Our high-level view of the main alternatives is captured in Figure 1.
[bookmark: _Ref165539600]Figure 1: Alternatives for introducing an "associated identifier.”

In case the identifier is introduced on a resource-level, the identifier can be seen as a beam identifier, and enable a large flexibility in how such beam identifiers are part of the different resource sets. One downside is that the number of needed identifiers is much greater if they are introduced on a resource level, in comparison to a resourceConfiguration. The pros/cons of each solution need to be further studied.

[bookmark: _Toc166237072]For UE-sided models, for the consistency of NW-side additional condition across training and inference, further study how/where the additional ID is introduced, using the following alternatives as a starting point: 
· [bookmark: _Toc166237073]Identifier providing consistency in CSI-ReportConfig
· [bookmark: _Toc166237074]Identifier providing consistency in CSI-ResourceConfig
· [bookmark: _Toc166237075]Identifier providing consistency in CSI-ResourceSet
· [bookmark: _Toc166237076]Identifier providing consistency in CSI-Resource
· [bookmark: _Toc166237077]Other alternatives are not precluded
· [bookmark: _Toc166237078]Note: Consistency in terms of the NW transmission parameters for each alternative
What the UE can assume when it receives the same identifier is dependent on where the identifier is introduced. For example, the following could be example definitions for the different alternatives discussed above.
· Identifier defined on a Resource-level : UE can assume the NZP-CSI-RS-resource is transmitted using the same NW transmission properties (e.g. spatial TX-filter) across training and inference 
· Identifier defined on a ResourceSet-level: UE can assume that the order/indexing of the resources within the set are consistent, and each respective resource are transmitted with the same NW transmission properties (e.g. spatial TX-filters) across training and inference. 
Hence the definition of what the UE can assume should be captured on a high-level as a starting point, then RAN1 can further discuss the exact assumption for the definition. 

[bookmark: _Toc166237079]For UE-sided models, when UE receives the same associated ID, it can assume that NW transmission properties of set A/B are consistent from training to inference,
· [bookmark: _Toc166237080]Note: Further clarify the definition when it is agreed where/how the identifier is introduced. 
Performance monitoring based
Another method to ensure consistency from training to inference is to use performance monitoring. Given the vast number of possible configurations of set A/B and associated NW transmission parameters, the feasibility for using this method to address the consistency is unclear. The UE could by using global cell identifiers and the NW setA/B configuration have some information when selecting its beam prediction models. Note that the beam pattern might have changed within the cell making it necessary for the UE to perform monitoring to understand which models are valid. 

Since the UE cannot ensure that any of the beams in set A/B are the same from training to inference, there is a need to have frequent monitoring operations. For example, the NW might have changed the transmission parameters of some of the set B beams, hence the UE might have a valid model in parts of the cell (where only “old” set B beams are hearable). This motivates the need for real-time monitoring, where the UE/NW can at least assume the model is valid within the area of where the UE performed the monitoring operation, illustrated in Figure 3.

[bookmark: _Ref165882139]Figure 2: Real-time monitoring procedure for addressing consistency.
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Since real-time monitoring corresponds to tight latency requirements and increased UE processing, it should be kept to a minimum level. To keep it at a minimal level, one key challenge is when/where/how to activate such monitoring procedure, and to determine for how long such monitoring results is valid. Hence our proposal is the following:

[bookmark: _Toc165882169][bookmark: _Toc165882235][bookmark: _Toc165882170][bookmark: _Toc165882236][bookmark: _Toc166237081]For UE-sided models, for the consistency of NW-side additional condition across training and inference addressed via performance monitoring, consider real-time monitoring and study the feasibility with the following aspects as a starting point:
· [bookmark: _Toc166237082]Frequency of monitoring procedure
· [bookmark: _Toc166237083]Overhead for monitoring procedure
· [bookmark: _Toc166237084]Accuracy of monitoring procedure 
· [bookmark: _Toc166237085]Details of monitoring procedure

Configuration of set A/B beams 
	Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 




FFS on the details in the CSI-ReportConfig
In this section, we further discuss the different alternatives on the configuration of inference results reporting. 
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Description automatically generated]Alternative 2/3[bookmark: _Ref166222781]Figure 3: Possible sub-alternatives of alternative 2

In case set A/B are configured as part of the same resource configurationID (alternative 2), there are two possible sub-alternatives (denoted 2a/2b) shown in Figure 3. Hence our proposal based on the figure is the following clarification:

[bookmark: _Toc166237086]For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting, further study the following options for alternative 2
· [bookmark: _Toc166237087]Set A/B is indicated in the CSI Resource,
· [bookmark: _Toc166237088]Two CSI resource sets are used, one for set A and one for set B,
· [bookmark: _Toc166237089]Multiple resource sets are used for set A/B
The figure for alternative 3 shows how the configuration itself indicates if it is part of A or B, without any need for further clarification agremeents. Figure 4: Overview of alternative 3

Alternative 1 and 4
In alternative 1, the UE is only configured with set B, and the method for configuration of set A outside of the existing CSI framework is unclear. Moreover, how Set A is configured with a separate resource set other than that represented by a CSI-ResourceConfigId is unclear, since this seems to be already part of alternative 2.
[bookmark: _Toc166237090]For UE-sided model at least for BM Case-1, regarding CSI-ReportConfig for the configuration of inference results reporting, down prioritize alternative 1 and 4
FFS on the association between Set A and Set B with or without additional IE
The introduction of the beam prediction feature would require the UE to understand the association/mapping of beams within set A/set B. To our understanding, it implies that the NW would provide the UE with information of which beams that are part of set B/set A as discussed in previous sections. How such information could be provided without an information element is not clear. 

[bookmark: _Toc166237091]For UE-sided model, conclude that the association/mapping of beams within Set A and beams within Set B provides UE with information of which beams that are part of each respective Set, and a new information element is required for such information.
How to select beams to be part of set A/B
The benefits of AI based beam management are two folded, on one hand the UE saves on performing measurements, and if configured correctly, the gNB can save on reference signal transmissions. If set A/B selection is completely up to the UE, several challenges can be observed. First, set B requires certain network configuration (i.e. RS transmissions) for the UE to be able to perform those measurements for inference purposes. If each UE request different network configuration, this would require excessive amount of additional reference signal transmissions to accommodate for different UE needs. From NW perspective, this diminishes the benefits of running an AI model at the UE side. Second, the NW has a better understanding of which beams are not likely to be picked within the deployment and predictions for those beams can be sufficient. Given the above discussion, our proposal is:

[bookmark: _Toc166237092]For UE-sided models, conclude that NW should determine which beams that are part of Set A and set B,
This does not mean that the NW must dictate set A and B for the training of the UE sided model. Instead, the NW mandates the minimum set of A beams and/or maximum set B. The UE can train a model with that requirement into account, but also target a larger set of A beams and/or smaller set B, if its capability allows. The UE can in this case indicate to the NW which subset of set B it used to further reduce the RS-transmission overhead.

[bookmark: _Toc166237005]For the scenario when the NW configures the UE with set B, the UE can still reduce its measurement further by selecting a subset of set B that it needs to reach adequate prediction performance.
Fixed or variable set B
In the evaluations, some companies considered when Set B is variable (e.g., different beam patterns in each time instance/report/measurement during training and/or inference), this would imply added complexity in how the NW can indicate such association in each time instance. Moreover, some UEs might not support all combinations of a variable set B scheme which implies that only a subset of the UEs can use the prediction feature. In case the set B is fixed, it would enable a simpler configuration of set B/A and ensure that all UEs support such pattern. Due to its simplicity, it should be the recommended first solution. 
[bookmark: _Toc166237093]For UE-sided models, regarding set A/B, prioritize a fixed set B/A over training and inference. Hence, down prioritize a variable set B.
Set A beam subset restriction
In some deployment scenarios, to reduce potential inter-cell interference, it may be desirable to avoid DL transmissions at certain spatial directions such as at or around the horizon (i.e., direction pointing towards neighbouring cells). In NR, this can be achieved via codebook subset restriction (CBSR) that is specified for CSI feedback. For the case where the UE predicts a beam using a UE sided model, it is likely that the predicted beam may potentially cause interference to adjacent cells. From the perspective of reducing/controlling inter-cell interference, it is beneficial to specific beam subset restriction using similar principle as CBSR that currently exists for CSI feedback. Hence, we make the following proposal:  

[bookmark: _Toc166237094]For UE-sided model inference, enable NW to specify set A beam subset restriction similar to codebook subset restriction (CBSR) that is specified for CSI feedback
Configuration of Top-K beams 

[image: ]There is a common understanding that K>1 is needed for accurately finding the strongest beam, this would imply that a Top-K measurement would be needed according to the figure below. This Top-K beam measurement would correspond to the P2 procedure in legacy framework. Figure 5: Overview of the basic inference steps of AI/ML spatial beam prediction.

In existing P2 procedure, for example when using hierarchical beamforming in left figure below, the NW have a limited number of narrow beam measurement combinations during P2. For example the NW can configure a limited set of aPeriodicTriggerStates to enable UE to measure the narrow beams within each wide beam, where the main difference of the aPeriodicTriggerStates is the qcl-info for each state. 
[bookmark: _Ref165883116]Figure 6: The large number of possible Top-K configurations with AI/ML is complex for NW to configure using legacy CSI framework 

With the introduction of AI/ML beam predictions, one possibility is that the Top-K narrow beams are part of separate wide beams as highlighted in the fight part of Figure 6. It is not clear how the NW could dynamically indicate the set A beams that are part of the top-K beam measurements within the CSI framework. This information would be needed for the UE to understand which TCI state to apply for its Top-K measurements. 

One solution is that the NW transmits Top-K beams according to the UE predictions, however, such solution is not feasible since it does not include NW-specific information (e.g. which beams that are not feasible to transmit due to interference, or “new” beams outside of set A). 
  
Another solution is to use the existing CSI framework; however this would require complex CSI-resource configuration by the NW. In current specifications it is not possible for the UE to receive new TCI states (i.e., the TCI states in qcl-info) dynamically when measuring the Top-K beam. The semi-static configuration of QCL relations in the CSI framework can make it challenging for the NW to configure any combination of Top-K beams according to Figure 6.


[bookmark: _Toc166237095]Further study how Top-K beam measurements can be introduced in the existing CSI framework. With the following aspects as a starting point
· [bookmark: _Toc166237096]How NW indicates which beams in set A that are part of the Top-K measurements
· [bookmark: _Toc166237097]How to configure CSI-Resources for all possible measurement combinations of Top-K beams
Model inference 
Reporting AI/ML inference output for BM-Case 2
	Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details



The inference result reporting for BM-Case2 can be more efficient by enabling the UE to report N>1 future time instances in one report. After the UE has reported such N future time instances in t0, the NW will for example perform Top-K beam measurements (P2 sweep) in t1, t2,…,tN. During the P2 sweep in t1 for example, the UE will measure parts of the setA beams that it also predicted during t0 for t2,…,tN. Note that the observations from P2 sweep in t1 are not used in the predictions for the future time instances. The UE could detect that the predictions are way-off based on the P2 procedure during t1, and hence would benefit from being able to update its predictions. 

[bookmark: _Toc166237006]For UE-side AI/ML model inference, for BM-Case2, the reported inference results of N future time instances in t0 can be invalid after the reporting, for example due to:
· [bookmark: _Toc166237007]P2 procedure in t1,t2,…,tN-1 when UE measures a subset of set A beams
· [bookmark: _Toc166237008]Unexpected change of UE speed or unexpected blockage

[bookmark: _Toc166237098]For UE-side AI/ML model inference, for BM-Case2, support that UE can update reported inference results of N future time instances after such report.
Reporting AI/ML inference output for BM-Case 1
	
Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.




For UE-sided model, at least for BM-Case1, we discuss the following FFSs based on the agreement made on RAN1#116 meeting regarding the content in the report of inference results.

FFS on beam information
The method for the UE to report information on the predicted beam are related to the configuration of set A. For efficient introduction of the beam prediction feature, it should be done via minimal extensions to the existing CSI framework. Hence it is proposed to at least reuse CRI and SSBRI to indicate the Top-K beams. 

[bookmark: _Toc166237099]For UE-sided model inference, regarding the FFS on beam information, conclude that such information at least comprises the CSI-RS resource indicator (CRI) and SSB resource indicator (SSBRI)
FFS on option 3 and option 4
Uncertainty is a key notion in AI/ML and uncertainty quantification is a key element for trustworthy and explainable AI/ML. A UE report of an uncertainty of a predicted beam can be used by the NW when configuring a subsequent Top-K measurements. In case the UE reports a high uncertainty in the predicted strongest beam, the NW can select to configure UE with a larger number of K measurements. Moreover, it can also enable the NW to fallback to a legacy beam management method in case the uncertainty is high. For a properly trained model, the uncertainty is a method for a UE to indicate a possible data distribution change, where a new sample not seen during training should result in a high uncertainty. Note that option 3 and option 4 are special cases of option 1 and option 2, respectively. For example, Option 3 is Option 1 + probability information of predicted Top K beam(s) among a set of beams and Option 4 is Option 2 + confidence information of the RSRP. 

[bookmark: _Toc166237009]Uncertainty can capture a possible data drift in a UE-sided model, and if reported, it can enable NW to configure different number of Top-K beams, or fallback to legacy method.  
[bookmark: _Toc166237100] For UE-sided model inference, regarding the FFS on potential down selection of option 3 and 4, support both option 3 and 4
Adaptive vs fixed value of Top-K
Based on the UE model output, the UE might be flexible in the required number of Top-K beams to guarantee with a certain probability that the strongest beam is selected. Hence, to save signalling overhead in the UE report of the predicted Top-K beams, K should be adaptive and based on the UE-side model output. 

[bookmark: _Toc166237101]For UE-sided model inference, conclude that value of K could be adaptive and based on the UE-sided model output (e.g. support that UE report K beams so the probability of one of them being strongest is above a certain threshold)
[bookmark: _Toc158732224][bookmark: _Toc158732233][bookmark: _Toc158803053]Enhancements related to beam indication 
	
Agreement

For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed



In RAN1#116, it was agreed that beam indication is based on the unified TCI state framework. It is for further study whether any enhancement is needed. It is preferred that RAN1 first address how/whether consistency in the TCI states from training to inference can be ensured, how TCI states are configured for set A beams during training, and how the TCI states are configured for the Top-K measurements. Next, RAN1 can discuss possible enhancements to the beam indication framework. 

[bookmark: _Toc166237102]For the beam indication FFS, first discuss:
· [bookmark: _Toc166237103]How TCI states of set A beams can be configured during training and inference,
· [bookmark: _Toc166237104]How/whether consistency in TCI states from training to inference can be ensured.
· [bookmark: _Toc166237105]How to ensure valid TCI states for Top-K measurements
Performance monitoring
	From TR:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable


Monitoring operations
The TR 38.843 discusses different types of performance monitoring, where type 1/option 1 comprises the UE to both report its predicted values and its measured values. Next, the NW can compare such metrics to estimate the model performance, this type enables the NW with a flexibility to calculate several metrics, such as flexibility in x dB to strongest accuracy, or top-K accuracy. This type however is more signalling heavy than when a UE can directly estimate the performance metric according to option 2. Option 2 can however cause that a NW does not have any information of the performance on the UE-sided model until the metrics are reported. For example, if a UE-sided constantly predicts an erroneous beam, the NW would ideally be able to deactivate such model early. In general, there are pros and cons of both types, and they should both be considered for specification. 

[bookmark: _Toc166237106][bookmark: _Toc166052110][bookmark: _Toc166052168][bookmark: _Toc166052111][bookmark: _Toc166052169]For UE-sided models, regarding type-1 NW performance monitoring, specify both Option 1 (calculation of performance metric at NW) and Option 2 (calculation of performance metric at UE)
Monitoring procedure
	From TR:
Table 7.2.3-1: Alternatives for Performance metric(s) of AI/ML model monitoring 
for BM-Case 1 and BM-Case 2
	Alt. 1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
	Alt. 2: Link quality related KPIs, .e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
	Alt.3: Performance metric based on input/output data distribution of AI/ML
	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP

	Applicable to all studied AI models 
	Applicable to all studied AI models 
	Applicable to all studied AI models
	May not applicable to some implementation of AI model (e.g., not output of predicted L1-RSRP)

	Reflect the prediction accuracy of AI model
	Reflect the system/link performance
	Reflect the change of the statics of the input/output data 
	Reflect accuracy of the predicted 1-RSRP

	Not reflect the system/link performance directly
	Not reflect the prediction accuracy of AI model directly
	Not reflect the prediction performance of AI model directly
Not reflect the system/link performance directly
	Not reflect the system/link performance directly






There is a multitude of different alternatives for monitoring the performance of the UE-sided beam prediction models. There are different pros/cons to each alternative as highlighted in the 38.843 TR. The details of these procedures need to be further studied, preferably how they can work under each AI/ML stage. For example the UE can retrieve some information on the performance during the inference operation, such as the L1-RSRP error of a predicted and subsequentially measured beam (e.g. during P2). In case a UE provides probabilities of its predictions, it can further indicate if the model is operating under a different input distribution by UE estimating low probabilities in being Top-1 beam. Some other metrics cannot be part of the inference, hence needs a dedicated procedure. 
 
[bookmark: _Toc166237107]For UE-sided model performance monitoring, further study the applicability, details and need for the following monitoring procedures,
a. [bookmark: _Toc166237108]Inference-based monitoring, e.g.
i. [bookmark: _Toc166237109]L1-RSRP error estimated from Top-K measurement or DMRS (data reception)
ii. [bookmark: _Toc166237110]Top-1 beam accuracy estimated from Top-K beam measurements (during P2)
iii. [bookmark: _Toc166237111]Probabilities in Top-1 beam predictions (from model inference)
b. [bookmark: _Toc166237112]Dedicated BM monitoring procedure (e.g. reuse training data collection)
i. [bookmark: _Toc166237113]NW transmits set A, or a subset of set A beams.
c. [bookmark: _Toc166237114]No dedicated BM monitoring procedure, but UE provides link quality related KPIs
Reporting content
Performance metrics to be reported by the UE could comprise of a per-sample report. Another alternative is an aggregated statistical error over a certain monitoring window to reduce the reporting overhead. For example, performance metric could comprise of the 5th,10th, …, 90th percentile of the L1-RSRP prediction error. Note that to achieve reliable model monitoring results, sufficient monitoring data samples should be collected/reported and used for making a model failure detection decision at the UE or NW side. In general, assuming a model claims to provide a beam accuracy of 99%, one would need to collect hundreds of measurements to ensure statistical significance that the model is not working properly.
[bookmark: _Toc166052114][bookmark: _Toc166052172][bookmark: _Toc166052227][bookmark: _Toc166074207][bookmark: _Toc166074433][bookmark: _Toc166237115]For UE-sided model performance metric report, support both per-sample based and aggregated reporting (e.g. 10th, 50th, 90th percentile of L1-RSRP error).
· [bookmark: _Toc166237116]FFS: Number of samples needed for the aggregated report
Signalling enhancement for NW-sided model

NW-sided data collection
UE set B reporting of more than 4 beams
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 



During the Rel-18 evaluations, set B typically comprised a ratio that is 1/4 or 1/8 of Set A for spatial beam prediction, and setB equal to setA for BM-case2 in some evaluations. Hence, the possible number of beams of set B could be equal to the number of beams in set A (for BM-case2), therefore, one straightforward solution is to consider the number of beams of 32, or 64 beams as the number of beams for UE to report.
[bookmark: _Toc166237010]For BM-case2, setA is equal to setB in some of the evaluated scenarios, hence the setB reporting should be able to support setA number of beams in the UE report for NW-sided model inference  
From the Table 6.3.1.1.2-8 in 38.212, up to 4 beams can be supported to report on UCI over PUSCH/PUCCH. From the Table 6.3.1.1.2-6 in 38.212, the number of bits needed for CRI and SSBRI depends on the total needed reported beams. For example, if 128 CSI-RS resources in total are configured by NW in RRC, which means 7 bits needed for reporting the CRI. So, for each beam, it needs 7 bits for CRI with 7 or 4 bits for absolute or differential RSRP. Based on the limit of Polar code (e.g., 1706 bits), the max potential number of beams reporting on UCI for the considered example above could be supported up to 1706/11=155. One straightforward way to support this with less spec impact is simply to extend the IE nrofReportedRS in 38.331. 
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Furthermore, in case all beams are reported, the CRI field is not needed, hence one could also support the scenario of 256 beams (1706/4=426) evaluated in the study item. Note that with this extension, one would also need to extend the maxNrofNZP-CSI-RS-Resources to number larger than 192.
[bookmark: _Toc166237117]For NW-sided model inference, regarding the FFS on max number of reported beam related information in one report, use 256 beams as a starting point (to support BMcase2 with setA equal to setB)
[bookmark: _Toc166237118]For NW-sided model inference, regarding the FFS on report content for beam related information, use L1-RSRP, CRI (if needed) and SSBRI (if needed) as a starting point
Reporting overhead reduction of set B (and set A):

	From TR:

The following options are studied on the selection of Set B of beams (pairs): 
-	Option 1: Set B is fixed across training and inference
-	Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference) 
-	Opt 2A: Set B is changed following a set of pre-configured patterns 
-	Opt 2B: Set B is randomly changed among pre-configured patterns 
-	Opt 2C: Set B is randomly changed among Set A beams (pairs) 
-	Opt 2D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
-	The number of beams(pairs) in Set B can be fixed or variable
-	Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)
-	Note: BM-Case1 and BM-Case2 may be considered for different option. 
-	Note: This does not preclude the alternative that Set B is different from Set A.




Spatial-domain beam prediction

In the Rel-18 evaluations, it was shown that good prediction accuracy could be obtained even with reporting of RSRP only for a subset of set B beams, thereby significantly reducing the reporting overhead. For example, it was found [1][3] that a 70% reporting overhead could be achieved while maintaining close to optimal prediction accuracy by having the UE report RSRP only for the strongest beam and any other beams within 15 dB of the strongest beam. In some cases, it may also be beneficial for the network to impose a bound on the maximum number of beams that the UE can report. For example, it was found in [1][3] that for one evaluation scenario, almost 70% reporting overhead reduction could be obtained with minimal prediction accuracy loss if 5 strongest beams were reported.

[bookmark: _Toc166237119]For NW-sided model inference, support NW configuration for UEs to pre-process set B beams to reduce reporting overhead, via: 
· [bookmark: _Toc166237120]Support configuring reporting of only beams within X dB of the strongest beam,
· [bookmark: _Toc166237121]Support configuring reporting of at most N strongest set B beams.

Temporal-domain beam prediction

When reporting information about measurements of multiple past time instances (in one reporting instance for BM-Case2), it is important to explore the possibility of reducing the reporting overhead. For example, the UE can report the past measurements as a temporal variance or a polynomial approximation.
[bookmark: _Toc166237122]For NW-sided model inference, support methods for UEs to compress the set B temporal domain measurement results to reduce the reporting overhead.

	From TR:
Regarding data collection for NW-side AI/ML model regarding the contents of collected data:
-	Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable.
-	Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable.
-	Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable.
-	Note: Overhead, UE complexity and power consumption are to be considered for the above options.

Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following reporting signalling for beam-specific aspects maybe applicable: 
-	L1 signalling to report the collected data 
-	Higher-layer signalling to report the collected data 
-	At least not applicable to AI/ML model inference
-	Note1: Higher layer signalling design is up to RAN2
-	Note2: Whether each signalling applicable to each LCM purpose is a separate discussion
-	Note3: The legacy signalling principle (e.g. RSRP reporting for L1) can be re-used




[bookmark: _Toc158732171][bookmark: _Toc158802953]Mechanisms to reduce training data collection overhead 
	[bookmark: _Hlk144147779]Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified for overhead reduction:
-	the omission/selection of collected data
-	the compression of collected data
-	Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.
-	Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions
-	Note 3: UE complexity and power consumption should be considered



Reducing radio resource overhead for data collection can be achieved by means of minimizing the radio measurements and assistance information that needs to be collected for model training/inference/monitoring. For example, by only collecting the relevant samples, and configuring such data collection in certain favorable conditions. One example for collecting relevant data samples is to avoid reporting duplicated/similar samples from the UE, a static UE might experience similar channel conditions over a certain time period and should in such scenario avoid reporting duplicated samples when collecting data for training an AI/ML model. Also, there can be other issues related to the data collection, for example there is a sudden change in UE channel conditions during a large beam sweep. In this case such sample could be disregarded (removed) for overhead reduction. RAN1 could provide recommendations to RAN2 on the possibility to reduce the data collection overhead, but it is up to RAN2 on how/whether data collection on MDT/RRC should be supported, hence our proposals are, 
[bookmark: _Toc166237123]For NW-sided data collection, RAN1 studies possible “omission/selection of collected data” by the following aspects as a starting point,
· [bookmark: _Toc166237124]Possibility for UE to avoid signalling “duplicated” samples,
· [bookmark: _Toc166237125]Possibility for UE to avoid signalling data based on certain events, one event can comprise that the UE experienced large channel variation during set A measurements. 
[bookmark: _Toc166237126]Note: RAN2 can use such study when designing data collection procedures
[bookmark: _Toc166237127]For NW-sided data collection, conclude that it is upto RAN2 on whether RRC/MDT procedures should be supported
How to ensure consistency from training to inference for NW-sided model
Similar to when training a UE-sided model, there can be ambiguity in how different UEs operates from training to inference from a NW-side perspective. The NW can similar to the UE-side discussion, use either monitoring or information on the UE-side additional conditions. In case one would select the monitoring approach, it can imply large signaling overhead due to the extra resources needed for model monitoring. In our view, it is preferred to use the option where the UE provides information and/or indication on UE-side additional conditions. This information should however not disclose any proprietary or privacy information. 

In the Rel-18 evaluations [1], consistency between training and inference, as well as consistency during training or inference, could be important for optimal performance. One notable observation was that if the UE Rx beam was randomly varied during training a Tx beam sweep without the network being aware of how the Rx beam changed, it could severely degrade the prediction accuracy. One way to mitigate such issues would be to let the UE indicate to the network which Rx beam it used for each sample during data collection. The indication could be just an opaque index (not revealing anything about spatial directions, following the no consensus conclusion from RAN1#112 on UE Rx beam shape/direction), allowing the network at least to deduce which UE measurements were made with the same Rx beam and which were made with different Rx beams. Such an index could accompany the reported RSRP values. 
Note that RX beam index reporting is not new per se; for example, in 37.355, we have: 

	nr-DL-PRS-RxBeamIndex
This field provides an index of the target device receive beam used for DL-PRS measurements associated with a single TRP in nr-DL-AoD-MeasList-r16 when additional DL-PRS measurements are also included in either nr-DL-AoD-AdditionalMeasurements-r16 or nr-DL-AoD-AdditionalMeasurementsExt-r17. If the value of the receive beam index for two or more DL-PRS measurements is the same, it indicates that the target device receive beam for the two or more DL-PRS measurements associated with a TRP were made with the same RX beam. The field is mandatory present if at least two DL-PRS RSRP measurements and/or DL-PRS RSRPP measurements from the same DL-PRS Resource Set associated with a TRP have been made with the same RX beam by the target device; otherwise it is not present.



An additional benefit of reporting of Rx beam index is that it may help reduce impact from RSRP measurement errors during a Tx beam sweep. The background is that RSRP measurement errors (the offset in dB) may vary more between different Rx beams/chains than between consecutive measurements using the same Rx beam/chain (see Section 3.1 of [3]). For example, if the network knows that a set of measurements during a Tx beam sweep have been made with the same UE Rx beam, then the network should typically be able to assume that the relative errors between those measurements are smaller than if the measurements had been made with varying Rx beams. Note that for beam prediction, accurate RSRP differences between beams are often more important than the accurate absolute RSRP.
[bookmark: _Toc166237011]A UE-indicated RX-beamIndex could be used by the NW to reduce ambiguity in data collection, and ensure that a UE is not changing beams randomly.
Another option for addressing the issues described above could be to allow the network to instruct the UE to use a fixed Rx beam for a set of RSRP measurements, e.g. during one full sweep of set A/B during training. The network would not need to know which Rx beam is used, only that it is one single fixed beam throughout the sweep. In such case, no extra UL signaling of used Rx beam would be needed.

A further observation during Rel-18 evaluations [1] was that RSRP measurement errors (during training and/or inference) could have a large negative impact on prediction performance. Evaluations in [3] showed that it is possible to obtain some improved training of the model by utilizing a UE reported measurement uncertainty.

[bookmark: _Toc166237128]For a NW-sided model, to ensure consistency from training to inference, study the feasibility of the following mechanisms,
· [bookmark: _Toc166237129]UE indicate RxBeamIndex during set A/B data collection. 
· [bookmark: _Toc166237130]NW indication that UE could use fixed RX-beam during set A/B data collection.
· [bookmark: _Toc166237131]UE indicates its RSRP measurement accuracy

[bookmark: _Toc126681499][bookmark: _Toc126839891][bookmark: _Toc126842692][bookmark: _Toc126852756][bookmark: _Toc127196228][bookmark: _Toc127445288][bookmark: _Toc126839892][bookmark: _Toc126842693][bookmark: _Toc126852757][bookmark: _Toc127196229][bookmark: _Toc127445289]Conclusions
In the previous sections we made the following observations: 
Observation 1	For UE-sided models, the data collection related configuration comprises the configuration of set A/B and the associated ID ensures the consistency of the NW transmission parameters in such set A/B transmission.
Observation 2	For the scenario when the NW configures the UE with set B, the UE can still reduce its measurement further by selecting a subset of set B that it needs to reach adequate prediction performance.
Observation 3	For UE-side AI/ML model inference, for BM-Case2, the reported inference results of N future time instances in t0 can be invalid after the reporting, for example due to:
	P2 procedure in t1,t2,…,tN-1 when UE measures a subset of set A beams
	Unexpected change of UE speed or unexpected blockage
Observation 4	Uncertainty can capture a possible data drift in a UE-sided model, and if reported, it can enable NW to configure different number of Top-K beams, or fallback to legacy method.
Observation 5	For BM-case2, setA is equal to setB in some of the evaluated scenarios, hence the setB reporting should be able to support setA number of beams in the UE report for NW-sided model inference
Observation 6	A UE-indicated RX-beamIndex could be used by the NW to reduce ambiguity in data collection, and ensure that a UE is not changing beams randomly.
Based on the discussion in the previous sections we propose the following:
Proposal 1	For UE-sided models, for the consistency of NW-side additional condition across training and inference, further study how/where the additional ID is introduced, using the following alternatives as a starting point:
	Identifier providing consistency in CSI-ReportConfig
	Identifier providing consistency in CSI-ResourceConfig
	Identifier providing consistency in CSI-ResourceSet
	Identifier providing consistency in CSI-Resource
	Other alternatives are not precluded
	Note: Consistency in terms of the NW transmission parameters for each alternative
Proposal 2	For UE-sided models, when UE receives the same associated ID, it can assume that NW transmission properties of set A/B are consistent from training to inference,
	Note: Further clarify the definition when it is agreed where/how the identifier is introduced.
Proposal 3	For UE-sided models, for the consistency of NW-side additional condition across training and inference addressed via performance monitoring, consider real-time monitoring and study the feasibility with the following aspects as a starting point:
	Frequency of monitoring procedure
	Overhead for monitoring procedure
	Accuracy of monitoring procedure
	Details of monitoring procedure
Proposal 4	For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting, further study the following options for alternative 2
	Set A/B is indicated in the CSI Resource,
	Two CSI resource sets are used, one for set A and one for set B,
	Multiple resource sets are used for set A/B
Proposal 5	For UE-sided model at least for BM Case-1, regarding CSI-ReportConfig for the configuration of inference results reporting, down prioritize alternative 1 and 4
Proposal 6	For UE-sided model, conclude that the association/mapping of beams within Set A and beams within Set B provides UE with information of which beams that are part of each respective Set, and a new information element is required for such information.
Proposal 7	For UE-sided models, conclude that NW should determine which beams that are part of Set A and set B,
Proposal 8	For UE-sided models, regarding set A/B, prioritize a fixed set B/A over training and inference. Hence, down prioritize a variable set B.
Proposal 9	For UE-sided model inference, enable NW to specify set A beam subset restriction similar to codebook subset restriction (CBSR) that is specified for CSI feedback
Proposal 10	Further study how Top-K beam measurements can be introduced in the existing CSI framework. With the following aspects as a starting point
	How NW indicates which beams in set A that are part of the Top-K measurements
	How to configure CSI-Resources for all possible measurement combinations of Top-K beams
Proposal 11	For UE-side AI/ML model inference, for BM-Case2, support that UE can update reported inference results of N future time instances after such report.
Proposal 12	For UE-sided model inference, regarding the FFS on beam information, conclude that such information at least comprises the CSI-RS resource indicator (CRI) and SSB resource indicator (SSBRI)
Proposal 13	For UE-sided model inference, regarding the FFS on potential down selection of option 3 and 4, support both option 3 and 4
Proposal 14	For UE-sided model inference, conclude that value of K could be adaptive and based on the UE-sided model output (e.g. support that UE report K beams so the probability of one of them being strongest is above a certain threshold)
Proposal 15	For the beam indication FFS, first discuss:
	How TCI states of set A beams can be configured during training and inference,
	How/whether consistency in TCI states from training to inference can be ensured.
	How to ensure valid TCI states for Top-K measurements
Proposal 16	For UE-sided models, regarding type-1 NW performance monitoring, specify both Option 1 (calculation of performance metric at NW) and Option 2 (calculation of performance metric at UE)
Proposal 17	For UE-sided model performance monitoring, further study the applicability, details and need for the following monitoring procedures,
a.	Inference-based monitoring, e.g.
i.	L1-RSRP error estimated from Top-K measurement or DMRS (data reception)
ii.	Top-1 beam accuracy estimated from Top-K beam measurements (during P2)
iii.	Probabilities in Top-1 beam predictions (from model inference)
b.	Dedicated BM monitoring procedure (e.g. reuse training data collection)
i.	NW transmits set A, or a subset of set A beams.
c.	No dedicated BM monitoring procedure, but UE provides link quality related KPIs
Proposal 18	For UE-sided model performance metric report, support both per-sample based and aggregated reporting (e.g. 10th, 50th, 90th percentile of L1-RSRP error).
	FFS: Number of samples needed for the aggregated report
Proposal 19	For NW-sided model inference, regarding the FFS on max number of reported beam related information in one report, use 256 beams as a starting point (to support BMcase2 with setA equal to setB)
Proposal 20	For NW-sided model inference, regarding the FFS on report content for beam related information, use L1-RSRP, CRI (if needed) and SSBRI (if needed) as a starting point
Proposal 21	For NW-sided model inference, support NW configuration for UEs to pre-process set B beams to reduce reporting overhead, via:
	Support configuring reporting of only beams within X dB of the strongest beam,
	Support configuring reporting of at most N strongest set B beams.
Proposal 22	For NW-sided model inference, support methods for UEs to compress the set B temporal domain measurement results to reduce the reporting overhead.
Proposal 23	For NW-sided data collection, RAN1 studies possible “omission/selection of collected data” by the following aspects as a starting point,
	Possibility for UE to avoid signalling “duplicated” samples,
	Possibility for UE to avoid signalling data based on certain events, one event can comprise that the UE experienced large channel variation during set A measurements.
Note: RAN2 can use such study when designing data collection procedures
Proposal 24	For NW-sided data collection, conclude that it is upto RAN2 on whether RRC/MDT procedures should be supported
Proposal 25	For a NW-sided model, to ensure consistency from training to inference, study the feasibility of the following mechanisms,
	UE indicate RxBeamIndex during set A/B data collection.
	NW indication that UE could use fixed RX-beam during set A/B data collection.
	UE indicates its RSRP measurement accuracy
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 Appendix - agreements


	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 

Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.


Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed
Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point

Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details

Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications

Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output
· Note: Support both Option A and Option B is not precluded.
Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output

Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 
Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 
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Table 6.3.1.1.2-8: Mapping order of CSl fields of one report for CR/RSRP or SSBRI/RSRP or
CRI/RSRP/Capabilitylndex or SSBRI/RSRP/Capabilitylndex reporting, or mapping order of CSl fields
of one report for inter-cell SSBRI/RSRP reporting

CSireport
by csi fields
CRI or SSBRI #1 as in Table 6.3.1.1.2-6, if reported
CRI or SSBRI #2 as in Table 6.3.1.1.2-6, if reported
CRI or SSBRI #3 as in Table 6.3.1.1.2-6, if reported
CRIor SSBRI #4 as in Table 6.3.1.1.2-6, if reported
RSRP #1 as in Table 6.3.1.1.2-6, if reported
Differential RSRP #2 as in Table 6.3.1.1.2-6, if reported
Differential RSRP #3 as in Table 6.3.1.1.2-6, if reported
Differential RSRP #4 as in Table 6.3.1.1.2-6, if reported
Capabilitylndex #1 as in Table 6.3.1.1.2-6, if reported
Capabilitylndex #2 as in Table 6.3.1.1.2:6, if reported
Capabilitylndex #3 as in Table 6.3.1.1.2:6, if reported
Capabilitylndex #4 as in Table 6.3.1.1.2-6. if reported

CSl report #n
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Table 6.3.1.1.2-6: CRI, SSBRI, RSRP, and Capabilitylndex

Field Bitwidth
CRI [log, (k]
SSBRI [log, (K]
RSRP 7
Differential RSRP 4
Capabilitylndex 2





