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Introduction
At RAN#102, a new study item “Study on solutions for Ambient IoT (Internet of Things) in NR” (FS_Ambient_IoT_solutions) was approved [1].
The following objective(s) is/are relevant for the present agenda item:
	The following objectives are set, within the General Scope:
1. Evaluation assumptions
a) Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
b) Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
c) Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
d) Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.



In RAN1#116bis, new agreements [2] regarding evaluation scenarios and layouts are: 
	Agreement
The following scenarios are defined,
· FFS: which of these scenarios will be evaluated.

	Scenario
	CW Inside/outside topology
	Diagram of the scenario
	Description of the scenario
	Device 1/2a/2b 
	CW spectrum
	D2R spectrum
	R2D spectrum

	D1T1-A1
	CW inside topology
	[image: A black background with a black square

Description automatically generated with medium confidence]
	· CW node inside topology 1
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
	Device 1, 2a
	Case 1-1 (inside topology, DL)
Case 1-2 (inside topology, UL)
	Same as CW
	

	D1T1-A2
	
	[image: A black background with a black square

Description automatically generated with medium confidence]
	· CW node inside topology 1
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
	
	Same as D1T1-A1
	Same as CW
	

	D1T1-B
	CW outside topology
	[image: A black background with a black square

Description automatically generated with medium confidence]
	· CW node outside topology 1
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
	
	Case 1-4 (outside topology, UL)
	Same as CW
	

	D1T1-C
	No CW
	[image: A black background with a black square

Description automatically generated with medium confidence]
	· No CW Node.
	Device 2b
	N/A
	UL
	

	D2T2-A1

	CW inside topology
	[image: A black background with a black square

Description automatically generated with medium confidence]
	· CW node inside topology 2
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
· BS communicates with R1 and R2
	Device 1, 2a
	Case 2-2 (inside topology, UL)
	Same as CW
	

	D2T2-A2
	
	[image: A black background with a black square

Description automatically generated with medium confidence]
	· CW node inside topology 2
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
· BS communicates with R
	
	Same as D2T2-A1
	Same as CW
	

	D2T2-B
	CW outside topology
	[image: A black background with a black square

Description automatically generated with medium confidence]
	· CW node outside topology 2
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
· BS communicates with R
	
	Case 2-3 (outside topology, DL)
Case 2-4 (outside topology, UL)
	Same as CW
	

	D2T2-C
	No CW
	[image: A black background with a black square

Description automatically generated with medium confidence]
	· No CW Node.
· BS communicates with R
	Device 2b
	N/A
	FFS

	

	Note: this table is for the case where D2R is in the same spectrum as CW2D.



Agreement
The following layout is used for evaluation purpose,
· FFS: CW distribution for D1T1-B and D2T2-B
	Parameter
	Assumptions for D1T1
	Assumptions for D2T2

	Scenario
	InF-DH
	InH-office
	InF-DL

	Hall size
	120x60 m
	120 x50 m
	300x150 m

	Room height
	10 m
	3m
	10 m

	Sectorization
	None

	BS deployment / Intermediate UE dropping
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
· L=120m x W=60m; D=20m
· BS height = 8 m 
[image: A black dots on a white background

Description automatically generated]
	· L=120m x W=50m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping
	· L=300m x W=150m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping

	Device distribution 
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations
	Device Height= 1.5m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations

	Device mobility (horizontal plane only)
	3 kph
	3 kph
	3 kph






[bookmark: _Hlk510705081][bookmark: _Ref158211704]Link Budget Calculations
For coverage evaluation, RAN1#116bis has the following additional agreements [2]: 
	Agreement
For R2D link in the coverage evaluation, for device 1
· Budget-Alt1 is used (note: receiver architecture is RF ED)
For D2R link in the coverage evaluation,
· Budget-Alt2 is used.

Agreement
For D1T1,
· InF-DH NLOS model defined in TR38.901 is used for D2R and R2D links as pathloss model in coverage evaluation.
For D2T2,
· InF-DL and InH-Office model defined in TR38.901is used as pathloss model in coverage evaluation,
· NLOS for D2R and R2D links if InF-DL is used
· LOS for D2R and R2D links if InH-Office is used

Agreement
For coverage evaluation, subject to further discussion on which scenarios to evaluate, 
· In the case of CW inside topology with ’A2’ scenarios
· The digital baseband processing of CW self-interference handling is not modelled in link level simulation (LLS). It is included in the link budget analysis by reporting the CW cancellation capability value.
· FFS: In the case of CW outside topology with ‘B’ scenarios or CW inside topology with ’A1’ scenarios

Agreement
The maximum distance targets are set separately for device 1, device 2a, device 2b, respectively
· FFS detailed values and RAN1 can further decide the target within in the range of 10m to 50m after link budget study.
· FFS whether to set different values for different scenarios

Agreement
For coverage evaluation purpose, 
· For scenarios ‘A1’ and ‘A2’,
· The Device Tx Power is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· The Device Tx Power is calculated by CW received power which can be derived by at least CW2D distance (m) value. 
· FFS: CW2D distance (m) value(s)


We have updated R2D link budget based on the latest agreements and link budget template [2] in Tables 1-3, assuming Ambient IoT device receiver sensitivity of -25 dBm and -45 dBm for Device 1 and Device 2a/2b respectively. We took the standard deviation value of applied path loss model as shadow fading margin. The distance (4B) in the tables is the 3D distance between the R2D transmitting reader and the AIoT device.
Table 1: R2D link budget for D1T1 using InF-DH NLOS path loss model
	No.
	Item
	Reader-to-Device assumption
	Note

	0A
	Scenario
	D2T2-A1, A2, B, C
	 

	0B
	Device type
	Device 1
	Device 2a/2b
	 

	0C
	Center frequency (GHz)
	0.9
	0.9
	 

	1D
	Number of Tx chains
	2
	2
	 

	1E
	Total Tx power (dBm)
	33.0
	33.0
	 

	1F
	Transmission bandwidth 
	180 kHz
	180 kHz
	 

	1G
	Tx antenna gain (dBi)
	6.0
	6.0
	 

	1M
	EIRP (dBm)
	39.0
	39.0
	1M = 1E + 1G

	2A
	Number of Rx chains
	1
	1
	 

	2B
	Rx bandwidth (MHz)
	5.0
	5.0
	 

	2C
	Receiver antenna gain (dBi)
	0.0
	0.0
	 

	2J
	Budget-Alt1 / Budget-Alt2
	Alt1
	Alt1
	 

	2L
	Receiver sensitivity (dBm)
	-25.0
	-45.0
	 

	3A
	Shadow fading margin (dB)
	4.0
	4.0
	Standard deviation of InF-DH model

	3B
	Polarization mismatch loss (dB)
	3.0
	3.0
	 

	3C
	BS selection/macro-diversity gain (dB)
	0.0
	0.0
	 

	3D
	Other gains (dB)
	0.0
	0.0
	 

	4A
	MPL (dB)
	57.0
	77.0
	4A = 1M + 2C – 2L – 3A - 3B + 3C + 3D

	4B
	Distance (m)
	12.9
	105.2
	Using InF-DH path loss model 



Table 2: R2D link budget for D2T2 using InF-DL NLOS path loss model
	No.
	Item
	Reader-to-Device assumption
	Note

	0A
	Scenario
	D2T2-A1, A2, B, C
	 

	0B
	Device type
	Device 1
	Device 2a/2b
	 

	0C
	Center frequency (GHz)
	0.9
	0.9
	 

	1D
	Number of Tx chains
	1
	1
	 

	1E
	Total Tx power (dBm)
	23.0
	23.0
	 

	1F
	Transmission bandwidth 
	180 kHz
	180 kHz
	 

	1G
	Tx antenna gain (dBi)
	0.0
	0.0
	 

	1M
	EIRP (dBm)
	23.0
	23.0
	1M = 1E + 1G

	2A
	Number of Rx chains
	1
	1
	 

	2B
	Rx bandwidth (MHz)
	5.0
	5.0
	 

	2C
	Receiver antenna gain (dBi)
	0.0
	0.0
	 

	2J
	Budget-Alt1 / Budget-Alt2
	Alt1
	Alt1
	 

	2L
	Receiver sensitivity (dBm)
	-25.0
	-45.0
	 

	3A
	Shadow fading margin (dB)
	7.2
	7.2
	Standard deviation of InF-DL model

	3B
	Polarization mismatch loss (dB)
	3.0
	3.0
	 

	3C
	BS selection/macro-diversity gain (dB)
	0.0
	0.0
	 

	3D
	Other gains (dB)
	0.0
	0.0
	 

	4A
	MPL (dB)
	37.8
	57.8
	4A = 1M + 2C - 2L - 3A - 3B + 3C + 3D

	4B
	Distance (m)
	3.7
	13.3
	 Using InF-DL path loss model



Table 3: R2D link budget for D2T2 using InH-Office LOS path loss model
	No.
	Item
	Reader-to-Device assumption
	Note

	0A
	Scenario
	D2T2-A1, A2, B, C
	 

	0B
	Device type
	Device 1
	Device 2a/2b
	 

	0C
	Center frequency (GHz)
	0.9
	0.9
	 

	1D
	Number of Tx chains
	1
	1
	 

	1E
	Total Tx power (dBm)
	23.0
	23.0
	 

	1F
	Transmission bandwidth 
	180 kHz
	180 kHz
	 

	1G
	Tx antenna gain (dBi)
	0.0
	0.0
	 

	1M
	EIRP (dBm)
	23.0
	23.0
	1M = 1E + 1G

	2A
	Number of Rx chains
	1
	1
	 

	2B
	Rx bandwidth (MHz)
	5.0
	5.0
	 

	2C
	Receiver antenna gain (dBi)
	0.0
	0.0
	 

	2J
	Budget-Alt1 / Budget-Alt2
	Alt1
	Alt1
	 

	2L
	Receiver sensitivity (dBm)
	-25.0
	-45.0
	 

	3A
	Shadow fading margin (dB)
	3.0
	3.0
	Standard deviation of InH-LOS model

	3B
	Polarization mismatch loss (dB)
	3.0
	3.0
	 

	3C
	BS selection/macro-diversity gain (dB)
	0.0
	0.0
	 

	3D
	Other gains (dB)
	0.0
	0.0
	 

	4A
	MPL (dB)
	42.0
	62.0
	4A = 1M + 2C - 2L - 3A - 3B + 3C + 3D

	4B
	Distance (m)
	4.1
	58.1
	 Using InH-LOS path loss model



[bookmark: Observation49213][bookmark: Observation41475][bookmark: Proposal45516][bookmark: Proposal77086][bookmark: Proposal4998]Observation 1: R2D link has a short coverage (about 4 m) distance for Ambient IoT Device 1 in D2T2 scenarios. Therefore, the intermediate UE acting as a reader for Device 1 must be in its close proximity. 
Evaluation methodology and assumptions
Remaining design targets – latency
The SID [1] tasks RAN1 with the following: Refine the definition of latency suitable for use in RAN WGs
At RAN1#116bis, the latest feature lead proposal regarding latency was the following:
	Proposal:

Definition of the latency is refined as follows,
· For inventory use case (for DO-DTT traffic type): 
· The time interval between the time that the inventory request is sent from BS/intermediate UE to a A-IoT device and the time that the inventory report is [successfully] received at BS/intermediate UE from the A-IoT device.
· For command use case (for DT traffic type): 
· The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the command is [successfully] received at A-IoT device. 
· Note: the latency is evaluated for eacha single A-IoT device.
Note: Time for energy harvesting is not included in the definition of latency.
· 



The topic was included in the post-meeting email discussion [Post-116bis-AIoT], but no further progress was made.
	[bookmark: Proposal55831]Proposal 1: Definition of the latency is refined as follows,
· For inventory use case (for DO-DTT traffic type): 
· The time interval between the time that the inventory request is sent from BS/intermediate UE to a A-IoT device and the time that the inventory report is successfully received at BS/intermediate UE from the A-IoT device.
· Note: the latency is evaluated for a single A-IoT device.
Note: Time for energy harvesting is not included in the definition of latency.




Evaluation scenarios
In scenario A2, the same reader is used for transmitting R2D, transmitting CW and receiving D2R signals. Since CW transmission and D2R reception take place simultaneously, the node has to be full-duplex and a robust self-interference cancellation is needed to detect the weak backscattered from the AIoT device. This would be difficult for an intermediate UE. It is also important to consider the coexistence with NR and analyze the interference to and from NR systems. 
[bookmark: Proposal74313][bookmark: Proposal55832]Proposal 2: Prioritize in-band deployments with scenarios A1 and B where the CW transmitting node is not the D2R receiving reader. Scenarios A1 should have the highest priority since their D2R coverage is not limited by R2D.  
Shadow fading margin
In the link budget template we have considered a shadow fading margin, which is to account for the uncertainty of shadow fading in coverage evaluation. For the path loss models in TR 38.901, shadow fading is modeled by a log-normal distribution with a standard deviation  given by the path loss model of the intended environment. Statistically a margin of one standard deviation covers 68%-tile of the shadow fading loss. Since shadow fading is characterized by the  in the path loss model, it is reasonable to set the margin proportional to . In our view, a shadow fading margin of one standard deviation is appropriate. 
[bookmark: Proposal74314][bookmark: Proposal55833]Proposal 3: Use the standard deviation of the path loss model as the shadow fading margin in link budget. 
Interference modelling
It has been agreed that CW self-interference in A2 scenarios is not modeled in LLS, but the CW interference in A1 and B scenarios is FFS. CW can be single-tone or multi-tone waveform. It is unclear whether the CW interference can be modelled by an increased noise power within the Rx filter bandwidth in its impact in the signal detection process. One way to study the effect of CW interference is through LLS, assuming different values of S/I which reflects the interference power relative to the backscattered power.
[bookmark: Proposal74315][bookmark: Proposal55834]Proposal 4: Study the impact of CW interference in scenarios A1 and B in LLS. Consider link performance with different values of signal-to-interference ratio.
For R2D link, co-channel interference and adjacent channel interference can be modelled as additional noise since these interferences come from multiple far-away sources. In that case, the interference power can be characterized by an I/N parameter, representing the interference-to-noise ratio within the Ambient IoT device’s Rx bandwidth. As a result of the interference, the device’s sensitivity is degraded by a factor of , or by  dB. To model the interference, this degradation should be added to the receiver sensitivity in the link budget template for MPL computation.
[bookmark: Proposal45518][bookmark: Proposal77088][bookmark: Proposal5000][bookmark: Proposal74316][bookmark: Proposal55835]Proposal 5: For R2D link budget, add an interference-to-noise (I/N) parameter to model interference. A receiver sensitivity degradation,  dB, should be added to the receiver sensitivity for MPL calculation.
Received CW power in link budget
In the agreed link budget table [2], item 1E is “Total Tx Power (dBm)” for R2D link and active transmission by Device 2b in D2R. It is used to calculate EIRP. However, for backscattering transmission by Device 1 and Device 2a in D2R link, 1E should be “Received CW power” at the device according to how it is used to calculate backscattering EIRP. (Device 1: . Device 2a: . Note that [1L] is no longer in the table.) In these cases, the received CW power at the device is .
[bookmark: Observation49214][bookmark: Observation41476]Observation 2: For Devices 1 & 2a in D2R link, item 1E of the link budget table should be “received CW power” at the device.
[bookmark: Proposal74317][bookmark: Proposal55836]Proposal 6: Add “Received CW power for devices 1/2a” to the description of item 1E in the link budget table, as well as the calculation of 1E.
[bookmark: Proposal45519]D2R coverage range for (backscattering) Devices 1 and 2a is largely dependent on the distance of the CW source from the device. When evaluating D2R coverage, we need to have an assumption on the CW source’s distance to the device or the received CW power at the device. In our view, we should at least consider two cases for coverage evaluation. One is a pessimistic case where the received CW power is at the threshold of the device’s activation power. One is an optimistic case where the CW source is in close proximity to the device (e.g. 1m or 2m).
[bookmark: Proposal45520][bookmark: Proposal77090][bookmark: Proposal5002][bookmark: Proposal74318][bookmark: Proposal55837]Proposal 7: Evaluate D2R coverage for backscattering Devices 1 and 2a in two cases. A pessimistic case when the received CW power at the device barely reaches the device’s activation threshold. A optimistic case where the CW source is in close proximity to the device.
SNR and SINR definitions
Email discussion [Post-116bis-AIoT] has this agreement [3]:
	Proposal#5 (V05r1)
For the R2D LLS for ED,  the following is considered as start point, report followings (as start point).
· CINR/CNR in LLS, where CINR/CNR is defined as the ratio of signal power spectral density in the transmission bandwidth to the noise and/or interference (if any) power spectral density in the device ED channel bandwidth.
· signal transmission bandwidth
· ED channel bandwidth
FFS: exact definition of ED channel bandwidth for RF-ED, IF, ZIF receiver
FFS: which and how to report for R2D ZIF receiver and D2R


For R2D, envelope detection is performed after RF BPF in some devices. ED output is then filtered by a LPF and converted to digital signal by ADC before being decoded in BB logic. What is receiver channel bandwidth for RF/IF ED is not clear. RF BPF bandwidth can be large (e.g. 10 MHz) compared to the transmission BW (180 kHz). When ED channel BW is not matched to transmission channel BW, as shown in Figure 1, we will encounter a bias in receiver sensitivity. Currently, receiver sensitivity [2L] in the link budget table is calculated as [2L] = [2G] (required SNR in dB) + [2F] (noise power in dBm). The noise power [2G] includes noise over the entire ED channel BW. However, when the ED channel BW is not matched to the transmission BW, this estimation will overestimate the required signal power (i.e., receiver sensitivity) since the desired signal does not occupy the entire ED channel BW.
[image: A diagram of a signal power

Description automatically generated]
[bookmark: _Ref166145493]Figure 1: Signal and noise power in receiver channel bandwidth
[bookmark: Observation49215][bookmark: Observation41477]Observation 3: When the receiver bandwidth (e.g. ED channel BW) is not matched to the transmission bandwidth, the received signal power is not SNR ⨉ (receiver bandwidth).
[bookmark: Proposal74319][bookmark: Proposal55838]Proposal 8: Receiver sensitivity calculation must take into account the difference between the transmission bandwidth and the receiver channel bandwidth if LLS result is used as input.
Ambient IoT device antenna
To maintain antenna performance, the physical size of the antenna scales with the wavelength. As such, physical Ambient IoT device size constraints (or industrial design constraints) may impose significant antenna performance limitations at the low frequency FDD bands. In the presented link budget antenna polarization mismatch losses are set to 3dB but this may also be impacted by both Ambient IoT device industrial design and activator/reader capabilities at the used carrier frequencies.
[bookmark: Proposal45522][bookmark: Proposal77092][bookmark: Proposal5004][bookmark: Proposal74320][bookmark: Proposal55839]Proposal 9: Include analysis of Ambient IoT device form-factor/industrial design constraints and associated impact on antenna performance, link budget, and polarization mismatch over frequency in the RAN1 study.
Simulation Evaluations
In this section we discuss the performance of OOK based scheme under AWGN and TDL-C 300ns scenario with adjacent NR signal around the AIoT transmission. The comparison is made by assuming the following parameters.
· Varying the payload size between bits
· The over sampling factor used for evaluation is 12 times the data rate, i.e., each ON duration pulse is sampled 12x times more than the data rate.
· Sampling offset ranging ppm. The sampling offset of 1000ppm failed to detect any payload considered above at the sampling rate considered.
· The transmission bandwidth used by the activator is 1PRB with 30KHz SCS, i.e., spanning the BW of .
· The LPF filter used by the AIoT device is fixed to 1MHz, irrespective of the transmission BW used for AIoT transmission.
· Gaussian pulse shaping is used for ON duration pulse.
· Manchester encoding is use for the transmission, i.e., each bit will produce a transition between high and low, thus avoiding continuous ONEs or ZEROs even if it happens in the information bits.
· The ON duration is created with  waveform of OOK using NR CP-OFDM approach.
In Figure 2, we compare the detection of OOK signal under AWGN and TDL-C 30ns channel with the payload length of 8. The Figure 2 varies all the above discussed parameters to study the detection performance of AIoT device. The effect of varying the sampling offset from ppm, the change in the performance is marginal for a shorter payload length. In this case, we assume  bit payload, which when Manchester encoded, will span for 64 equivalent NR symbols for  and 32 symbols for  OOK scheme. The impact of sampling offset is marginal till ppm. However, either if the payload or the modulation order increases to transmit a greater number of bits, then there is a need to introduce a midamble in the transmission to resynchronize the samples before detecting the remaining bits within the payload.
In this evaluation, the AIoT transmission BW is assumed to span tones, i.e., PRBs or  and the RF BW that the AIoT tag will use for reception is assumed to have . Depending on the BW used for the filter, the noise will impair the detection performance. The filter order considered for this study is two, which supresses the adjacent channel in a relaxed way, i.e., having 4 per decade roll-off. As the AIoT transmission occurs in the licensed spectrum, which is reserved for cellular transmission, it is imperative to consider adjacent NR transmissions, i.e., except the  tones reserved for AIoT transmission, other tones are used for NR transmission.

[image: A graph of a graph of a graph of a graph of a graph of a graph of a graph of a graph of a graph of a graph of a graph of a graph of a graph of

Description automatically generated]
[bookmark: _Ref162345553]Figure 2 Effect of OOK (M=1,2) detection under different sampling offset (in ppm) for payload size of 8 bits
As the receiver sampling offset increases from 0ppm to 1000ppm, the performance of OOK detection suffers significantly as shown in Figure 2. The BW of RF filter used to filter the adjacent carriers plays a role in rejecting the adjacent NR transmissions and determines the amount of noise that will be corrupting the signal energy. The use of Gaussian filter at the transmitter side ON signal duration will be complemented by a matched filter to increase the receiver side SNR to improve the detection performance. 
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Description automatically generated]
[bookmark: _Ref162353344]Figure 3 Effect of OOK (M=1,2) detection under different sampling offset (in ppm) for payload size of 16 bits
Figure 3 demonstrates the same scenario using the payload of size 16bits, i.e., 32 bits with Manchester encoding. As can be seen from Figure 3 that the impact of fading severely degrades the detection capability of the AIoT device. In Figure 3, the performance of OOK detection fails when the sampling offset is 1000ppm while using the payload of size 16 bits. Even though the first symbols are aligned, as the length of the payload increases, the sampling drift becomes larger to an extent that the tail bits may fail to have enough samples to ensure robust detection. It can also be seen that the higher M=2 degrades quickly due to shorter duration of ON pulse used for AIoT transmission.
[bookmark: Observation34262][bookmark: Observation43476][bookmark: Observation86289][bookmark: Observation49216][bookmark: Observation41478]Observation 4: As the payload length increases, the impact of sampling offset degrades the detection performance.
[bookmark: Proposal45524][bookmark: Proposal77094][bookmark: Proposal5006][bookmark: Proposal74321][bookmark: Proposal55840]Proposal 10: Consider the need for midamble if the payload size is  bits to ensure reliable detection of AIoT payload.

Conclusion
Observation 1: R2D link has a short coverage (about 4 m) distance for Ambient IoT Device 1 in D2T2 scenarios. Therefore, the intermediate UE acting as a reader for Device 1 must be in its close proximity. 

	Proposal 1: Definition of the latency is refined as follows,
· For inventory use case (for DO-DTT traffic type): 
· The time interval between the time that the inventory request is sent from BS/intermediate UE to a A-IoT device and the time that the inventory report is successfully received at BS/intermediate UE from the A-IoT device.
· Note: the latency is evaluated for a single A-IoT device.
Note: Time for energy harvesting is not included in the definition of latency.



Proposal 2: Prioritize in-band deployments with scenarios A1 and B where the CW transmitting node is not the D2R receiving reader. Scenarios A1 should have the highest priority since their D2R coverage is not limited by R2D.  
Proposal 3: Use the standard deviation of the path loss model as the shadow fading margin in link budget. 
Proposal 4: Study the impact of CW interference in scenarios A1 and B in LLS. Consider link performance with different values of signal-to-interference ratio.
Proposal 5: For R2D link budget, add an interference-to-noise (I/N) parameter to model interference. A receiver sensitivity degradation,  dB, should be added to the receiver sensitivity for MPL calculation.
Observation 2: For Devices 1 & 2a in D2R link, item 1E of the link budget table should be “received CW power” at the device.
Proposal 6: Add “Received CW power for devices 1/2a” to the description of item 1E in the link budget table, as well as the calculation of 1E.
Proposal 7: Evaluate D2R coverage for backscattering Devices 1 and 2a in two cases. A pessimistic case when the received CW power at the device barely reaches the device’s activation threshold. A optimistic case where the CW source is in close proximity to the device.
Observation 3: When the receiver bandwidth (e.g. ED channel BW) is not matched to the transmission bandwidth, the received signal power is not SNR ⨉ (receiver bandwidth).
Proposal 8: Receiver sensitivity calculation must take into account the difference between the transmission bandwidth and the receiver channel bandwidth if LLS result is used as input.
Proposal 9: Include analysis of Ambient IoT device form-factor/industrial design constraints and associated impact on antenna performance, link budget, and polarization mismatch over frequency in the RAN1 study.
Observation 4: As the payload length increases, the impact of sampling offset degrades the detection performance.
Proposal 10: Consider the need for midamble if the payload size is  bits to ensure reliable detection of AIoT payload.
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