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1. Introduction
At the RAN#102 meeting [1], the new SI for Ambient IoT (A-IoT) was endorsed for R19. In the SID, the following study scope is mentioned for A-IoT functionalities in RAN1 part. In this contribution, we share our initial views on frame structure, synchronization/timing, random access, scheduling/timing relationships, and some of Topology 2 aspects, i.e., the cyan part below.
	2. Study necessary and feasible solutions for Ambient IoT as prescribed in the General Scope, including decisions on which functions, procedures, etc. are needed and not needed, and ensuring at least the required functionalities in Section 6.2 of TR 38.848. 
Study of positioning in Rel-19 is RAN3-led, limited to functionalities which would have no, or minimal, specification impact (note: this does not imply any decision relating to WI creation).
Study the feasibility and required functionalities for proximity determination (coordination with SA3 is required for privacy aspects).
· RAN1-led:
For the Ambient IoT DL and UL:
· Frame structure, synchronization and timing, random access
· Numerologies, bandwidths, and multiple access
· Waveforms and modulations
· Channel coding
· Downlink channel/signal aspects
· Uplink channel/signal aspects
· Scheduling and timing relationships
· Study necessary characteristics of carrier-wave waveform for a carrier wave provided externally to the Ambient IoT device, including for interference handling at Ambient IoT UL receiver, and at NR basestation. 
       For Topology 2, no difference in physical layer design from Topology 1.


Then, at the RAN1#116 meeting, the following agreements were reached for this agenda item [2].
	Agreement
From RAN1 perspective, at least when a response is expected from multiple devices that are intended to be identified, an A-IoT contention-based access procedure initiated by the reader is used.

Agreement
For A-IoT contention-based access procedure, at least slotted-ALOHA based access is studied.

Agreement
At least the following time domain frame structure is studied for A-IoT R2D and D2R transmission.
· For R2D transmission,
· A R2D timing acquisition signal (e.g. R2D preamble) is included at least for timing acquisition and for indicating the start of the R2D transmission in time domain.
· For D2R transmission,
· A D2R timing acquisition signal (e.g. D2R preamble) is included at least for timing acquisition and for indicating the start of the D2R transmission in time domain.
· FFS other necessary component(s), e.g. midamble, postamble, periodic sync signal, control fields, guard period

Agreement
For further discussion, the following terminologies are used for A-IoT for studying processing time aspects:
· TR2D_min: Minimum Time between a R2D transmission and the corresponding D2R transmission following it. 
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device. 
· TD2R_D2R_min: Minimum Time between two different consecutive D2R transmissions from the same A-IoT device.
· The study should consider at least following aspects 
· Implementation restrictions for the existing BS/UE
· [Processing time is common or different for different A-IoT devices]
· [Processing time for different traffic types/command types (e.g. DT or DO-DTT) and/or different use case (e.g., Inventory or Command)] 
· FFS other timing aspects


Besides, the following information are distributed from the rapporteur. This document covers the yellow part below.
	For agenda 9.4.1.1 and 9.4.2.4
The CW scenarios discussed in 9.4.2.4 has been agreed in RAN1#116. For 9.4.1.1, it may also have the coverage/link budget evaluation scenarios. To be aligned with the agreements, it is expected that companies to clarify the assumption of CW when they discuss coverage/link budget evaluation scenarios in 9.4.1.1.  For example,  
· for the coverage evaluation D1T1-A(CW inside topology), what is the CW assumption: Case 1-1/1-2?
· for the coverage evaluation D2T2-B(CW outside topology), what is the CW assumption: Case 2-3/2-4?
It is also encouraged that companies to provide other important assumptions when they are providing the coverage/link budget evaluation.

For agenda 9.4.1.1 and 9.4.1.2
· For 9.4.1.1 evaluation, it is expected to agree on a few threshold value(s) for study the coverage only. The feasibility of these threshold can be further discussed in 9.4.1.2.

For agenda 9.4.2.2 and 9.4.2.3
Generally speaking, 
· Anything related to channel design (such as 38.211/212 related) is to be discussed in 9.4.2.3, 
· Anything related to procedure aspects (such as 38.213/214 related) is to be discussed in 9.4.2.2. 

To some specific aspects of topics, it is suggested as follows,
· synchronization procedure related aspects, e.g., periodic/aperiodic/on-demand, to be discussed in 9.4.2.2
· synchronization signals design, e.g., preamble (if any) and other signal design, to be discussed in 9.4.2.3
· physical channels (PRDCH, PDRCH), e.g., channel structure/payload/…, to be discussed in 9.4.2.3
· random access procedure related, to be discussed in 9.4.2.2
· random access channel if any, to be discussed in 9.4.2.3
· scheduling information, 
· which of the scheduling information to be indicated, e.g., TB size, resource allocation and anything related to scheduling and timing procedure, to be discussed in 9.4.2.2,
· how to indicate the scheduling information by a physical channel, to be discussed in 9.4.2.3.




2. Discussions
2.1. Frame structure / Synchronization
2.1.1. Whether legacy frame structure is reused or asynchronous frame structure is adopted
Although an agreement on time domain frame structure was reached at the last meeting, detailed frame structure is still unclear. For further discussion on many other aspects, we believe that at first this issue should be solved.
In legacy NR, gNB and UEs are aligned in symbol/slot/frame levels, while this frame structure may not be reused for A-IoT system. In other words, the question is, whether legacy frame structure is reused or asynchronous frame structure is adopted.
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Fig.1: Frame structure for A-IoT system.
Several aspects should be considered:
· From NW perspective, it is better to reuse the legacy frame structure for easier coexistence between A-IoT and normal NR; at least slot boundary should be aligned. This does not mean A-IoT device shall know frame/slot index; otherwise, a lot of information and accordingly a lot of TX/RX are necessary between reader and A-IoT device. What A-IoT device needs to know would be slot boundary.
· From A-IoT device perspective, if the assumed max SFO = 105 ppm, 100 us timing error could be observed within each 1 ms; or if the assumed max SFO = 103 ppm or 104 ppm, timing error may not so large relatively to slot/symbol(/chip) duration. The max SFO has not been decided yet.
· From intermediate UE perspective, A-IoT UE transmission without time alignment burdens intermediate UE with complicated reception behavior.
· Besides, at the last meeting, it was agreed that slotted-ALOHA based access is considered for contention-based access procedure. In our understanding, the main concept is that A-IoT devices are aligned in time and resource is selected based on the time-alignment; otherwise, it is not different from pure ALOHA system, where communication performance and resource efficiency are poor. Timing alignment among A-IoT devices leads to more accurate/efficient slotted-ALOHA.
Based on this analysis, our preference is at least to support ‘slot’-level alignment. Although it may be difficult from A-IoT device perspective due to large SFO, A-IoT system can be designed so that the alignment is achieved.
Proposal 1:
· At least NR slot is defined for A-IoT, and frame structure is designed for slot boundary alignment.
· Absolute frame/slot index is not defined from A-IoT device perspective.

2.1.2. Time-domain frame structure in slot-aligned system
At the last meeting, at least preamble-type timing acquisition signals (called preamble here for simplicity) were agreed for both R2D transmission and D2R transmission. Meanwhile, the detailed location of preamble is unclear. Besides, other sync signal such as periodic sync signal, midamble, and postamble may be considered for A-IoT. This section discusses these issues.
Firstly, we do not think R2D periodic sync signal, such as PSS/SSS in NR, is necessary regardless of whether a communication process is triggered/on-going or not. For DT/DO-DTT, communication is triggered by NW side. Once communication is triggered by reader, frequent R2D sync signal becomes required for the slot boundary alignment until the communication completion. In other words, a kind of semi-persistent R2D sync signal should be supported. Preamble can be one of the semi-persistent R2D sync signal.
Secondly, postamble is unnecessary at least for R2D transmission. In the slot-aligned system, each R2D transmission can be defined within a single slot. Each R2D sync signal including R2D preamble can be located at the beginning of slot to indicate the start timing of slot and thus R2D sync signal at slot n+1 can be used as a kind of R2D postamble for transmission at slot n.
Thirdly, D2R postamble should be defined so that reader can detect timing offset between start and end of D2R transmission. R2D sync signal is transmitted even in a slot with D2R transmission. A-IoT device receives it for timing alignment in a slot, and D2R transmission starts with a time gap for RX/TX switching after the reception in the slot and ends TX/RX switching time before end of the slot. If the same A-IoT device performs transmission at the next slot, the device receives R2D sync signal at the next slot and the same procedure is applied.
This concept is illustrated as below, and the corresponding proposals are submitted.
[image: ]
Fig.2: R2D TX and D2R TX in slot-aligned system.
Proposal 2:
· R2D sync signal is transmitted in every slot from a slot with communication trigger until end of the corresponding communication.
· R2D preamble is one of this semi-persistent R2D sync signal.
Proposal 3:
· Each R2D transmission is defined per slot.
· Each R2D transmission with R2D preamble starts at the 1st symbol in a slot and ends at the last symbol in the slot without postamble.
Proposal 4:
· Each D2R transmission is defined per slot.
· Each D2R transmission with D2R preamble and D2R postamble in a slot starts RX/TX switching time after R2D sync signal in the slot, and ends TX/RX switching time before end of the slot.

2.1.3. What information is included in preamble
As agreed, at least start of R2D/D2R transmission is indicated by the corresponding preamble. A-IoT device monitors R2D preamble and when detected, the device attempts to receive subsequent R2D channel such as PRDCH. Similarly, D2R preamble can be used at reader side. In addition to this purpose, the followings are possibilities in our view.
· Possibility#1: time offset b/w preamble and control/data channel
There may be time offset between preamble and control/data channel. However, there may be no motivation to have a time offset. Contiguous transmissions may be sufficient as in the illustration above.
Proposal 5:
· Discuss whether preamble and the subsequent transmission is always contiguous or not.
Observation 1:
· It seems that there is no motivation to define a gap between R2D preamble and subsequent R2D transmission(s).

· Possibility#2: end timing of R2D/D2R transmission
If end timing of R2D transmission or D2R transmission is unclear, it can be indicated via preamble. However, the explicit indication may not be necessary in the slot-aligned system; end of slot and sync signal at the next slot can be a kind of the implicit indication of end timing.
Proposal 6:
· Discuss whether/how to indicate end timing of R2D/D2R transmission after discussing frame structure.

· Possibility#3: Destination A-IoT device
In our understanding, R2D transmission can be broadcast/groupcast/unicast depending on use cases, as discussed in [3]. Under this assumption, then destination should be indicated in PHY layer for each R2D transmission; otherwise, each A-IoT device shall decode all R2D transmission even if the transmission is not intended for the device. For this indication purpose, preamble may be available so that A-IoT device skips decoding of any subsequent R2D transmission including PRDCH. 
Proposal 7:
· Discuss whether to indicate destination of R2D transmission via preamble.

2.1.4. Which frequency resource is used for sync signal
The last important aspect on synchronization is frequency resource used for sync signal. As discussed in our contribution for 9.4.1.2 [4], frequency location for sync signal should be clarified, especially for initial reception. A-IoT device monitors R2D transmission without any pre-indication of the frequency resource.
Proposal 8:
· Discuss how to identify the frequency resource for synchronization signal in 9.4.1.2.


2.2. A-IoT access procedure
2.2.1. A-IoT contention-based access procedure
At least contention-based access procedure is supported and slotted-ALOHA is a possibility for the algorithm. In our understanding, the procedure is:
1) A time-unit with length Tslot is defined.
2) NW (e.g., reader) triggers transmission from A-IoT devices w/o device identification.
3) Each A-IoT device determines a set of the time-units for transmission resource candidates = time-window with length Twindow
4) One (or multiple) Tslot is selected from Twindow
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Fig.3: Resource determination based on slotted-ALOHA
That is, for slotted-ALOHA, time unit is necessarily defined, which is the main factor of slotted-ALOHA compared to pure ALOHA. Details of the time unit Tslot should be discussed, and our preference is the time unit Tslot = N NR slot(s) in the slot-aligned system as proposed above.
Proposal 9:
· Discuss time unit Tslot for slotted-ALOHA, in consideration of frame structure.
· N NR slot(s) should be studied for the time unit.

In addition, RAN1 should discuss how to determine time window Twindow for time resource candidates, and in details, whether/how to adjust time window is an important question. In ISO 18000-6C UHF RFID, Q-algorithm is adopted, where Q-value determines the time window size, and it can be adjusted based on whether collision occurs. For 3GPP A-IoT, appropriate time window should be determined by NW scheduler and be indicated to A-IoT devices for each access. NW behavior is not defined in 3GPP spec basically, so this rule may be sufficient.
Proposal 10:
· When D2R transmission performed based on slotted-ALOHA based access is triggered, a time window Twindow for the slotted-ALOHA based access is indicated in the corresponding R2D transmission.

2.2.2. Other than A-IoT contention-based access
In our understanding, it is feasible to trigger a single A-IoT device transmission in some use cases. In this case, contention-based access procedure is not required. Meanwhile, whether each A-IoT device recognizes the difference and performs a different access procedure is unclear. Unified solution with contention-based access procedure may be sufficient, may not. For example, if the A-IoT contention-based access procedure is reused but time window size Twindow for resource candidates is a single time unit Tslot, a single time resource is identified, which may be better than introducing completely different access mechanism.
Proposal 11:
· Discuss how to access when a response is expected from a single device.
· E.g., a contention-free access procedure is defined, or the contention-based access procedure is reused with a specific parameter.

2.3. Scheduling / timing
2.3.1. Actual time gap
Time gaps agreed at the last meeting (TR2D_min, TD2R_min, TR2D_R2D_min, TD2R_D2R_min) are relevant to A-IoT device’s processing time. Meanwhile, actual time gaps are not the same as those, and thus terminologies for actual time gaps should also be defined. Besides, D2R transmission timing will be decided based on slotted-ALOHA. In this case, the time window should also be considered for scheduling.
Proposal 12:
· The following terminologies are used for A-IoT for studying scheduling aspects:
· [bookmark: _Hlk163127726]KR2D_D2R: Actual time between a R2D transmission and the corresponding D2R transmission following it. 
· KR2D_TW: Actual time between a R2D transmission and a time window for the corresponding D2R transmission following it.
· KD2R_R2D: Actual time between a D2R transmission and the corresponding R2D transmission following it.
· KTW_R2D: Actual time between a time window for D2R transmission and the corresponding R2D transmission following it.
· KR2D_R2D: Actual time between two different consecutive R2D transmissions to the same A-IoT device. 
· KD2R_D2R: Actual time between two different consecutive D2R transmissions from the same A-IoT device.
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Fig.4: Actual time gaps.

2.3.2. Control information
For data TX or RX, R2D control information may be necessary. The following are candidates:
· Destination (e.g., device identifier). This information may be transmitted via R2D sync signal as discussed in the previous section, but sync signal may not be used for the purpose.
· Frequency-domain resource. Whether FDM(A) is supported or not is under discussion in 9.4.1.2 and 9.4.2.1.
· Time-domain resource. e.g., time gap b/w R2D transmission and the corresponding D2R transmission (KR2D_D2R), time gap b/w R2D transmission and the corresponding time window for slotted ALOHA (KR2D_TW), etc.
· MCS. What kind of MCS is supported and whether multiple MCSs are available are under discussion in 9.4.2.1.
· Traffic type differentiation. It may be necessary whether DT or DO-DTT is triggered is indicated and the subsequent A-IoT device is determined based on the indication. See the sub-section below for the details.
An important discussion point is whether time gap is necessary b/w control RX and data RX. When control information is used for R2D data RX, a time gap may be needed for processing of control information
Proposal 13:
· Study R2D control information for PRDCH scheduling and PDRCH scheduling.

2.3.2.1. Whether/how to differentiate DT/DO-DTT traffic
According to the general scope in SID, traffic types of DT and DO-DTT are studied. Per our understanding, DT is a traffic such that A-IoT UE receives information (e.g., command) from NW and subsequent D2R transmission by A-IoT UE is not expected while DO-DTT is a traffic such that A-IoT UE receives information (e.g., trigger of report by A-IoT UE) from NW and subsequent D2R transmission by A-IoT UE is expected. In other words, the difference on PHY layer aspects between DT and DO-DTT is whether D2R transmission is expected corresponding to R2D reception per our understanding. Meanwhile, even in a DT process, ACK-type transmission corresponding to the command may be performed; in this case, D2R transmission is necessary regardless of DT/DO-DTT.

[image: ]	[image: ]
Fig.1: R2DL reception and D2RL transmission for DT and DO-DTT traffic

In our understanding, A-IoT UE studied in Rel-19 can be capable of both DT and DO-DTT traffics. With this understanding, it should be studied whether/how A-IoT device differentiate between DT and DO-DTT.
Proposal 14:
· Clarify the definition of DT and DO-DTT, i.e., study whether/how to differentiate between DT and DO-DTT from physical layer impact aspects.

2.3.3. D2R TX trigger
In our understanding, A-IoT device can perform transmission only when TX is dynamically triggered in R2D RX as mentioned in the previous section. This should be explicitly agreed since required scheduling design will be different if D2R transmission triggered by A-IoT device is necessary. How to consider DO-A should be discussed later as described in the SID.
Proposal 15:
· D2R transmission is performed only when the transmission is dynamically triggered in R2D transmission from reader and/or CW transmitter.
· FFS: detailed triggering

2.3.4. TB / MAC PDU
Another important aspect is definition of relationship between TB/MAC PDU and PRDCH/PDRCH. A single PRDCH/PDRCH contains entire of a single TB? Or only a part? Furthermore, if the slot-aligned system is adopted for A-IoT, this discussion should consider time-domain frame structure in the slot-aligned system.
In the existing NR spec, MAC layer generates a MAC PDU, and it is passed to PHY layer. PHY layer recognizes it as a TB for a single channel in a single slot (except for TBoMS), and transmits the TB after channel coding, CRC attachment, modulation, and so on. Meanwhile, it does not mean that the same way is the best for A-IoT. Transmittable payload size per slot is not so large due to the waveform/modulation/etc., but a message size (e.g., a MAC PDU containing a MAC SDU for an application packet) could be 1000 bits. 
In that sense, it may be feasible that a TB/MAC PDU is divided into multiple PRDCHs or multiple PDRCHs without large overhead increase. For example, assuming approximately 40 bits can be transmitted per slot and a TB/MAC PDU is generated with 400 bits, A-IoT UE may perform 10 physical channel transmissions/receptions with 40 bits per slot. For the discussion, it should be noted that packet segmentation in higher layer leads to large overhead increase and thus the solution may not be preferred for A-IoT.
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Fig. 5: A TB/MAC PDU divided into multiple physical layer channels in the slot-aligned system.
Proposal 16:
· A single TB (MAC PDU) can be transmitted across multiple slots.

2.3.5. Scheduling mechanism for Topology 2
In our view, Topology 2-specific issues should be discussed. Although the SID describes ‘For Topology 2, no difference in physical layer design from Topology 1’, our interpretation is that from A-IoT UE perspective, Topology 1 and Topology 2 are transparent. A-IoT UE does not need to differentiate Topology 2 with Topology 1 and thereby the same behavior is performed at A-IoT device regardless of actual topology. Potential impacts on air interface between gNB and intermediate UE, e.g., scheduling of intermediate UE by gNB, needs to be studied for Topology 2. 
For example, at least the following problems with respect to scheduling and timing relationships should be solved in 3GPP specifications.
· [bookmark: _Hlk159102650]How to schedule intermediate UE’s transmission/reception in communication with A-IoT UE, e.g., scheduling DCI. Timing/resource of transmission/reception at intermediate UE for communication with A-IoT device should be controlled by gNB. If the information is dynamically indicated by gNB, PHY layer indication between gNB and intermediate UE is necessary. Otherwise, the transmission/reception timing at intermediate UE would be controlled by gNB via higher layer semi-statically.
· Reporting behavior after communication b/w intermediate UE and A-IoT UE, e.g., how to schedule reporting timing/resource from intermediate UE, which contents to be reported, etc. Intermediate UE would report what received from A-IoT UE to gNB, and hence the reporting behavior at intermediate UE should be studied while there may be no PHY layer impacts, i.e., indication/report via higher layer.
· SCS/BWP switching rule if required, e.g., whether the existing BWP switching mechanism is used when SCS of signal for A-IoT UE is different. For example, UL BWP and corresponding SCS for the intermediate UE may not be aligned with those for R2D transmission. DL BWP and corresponding SCS for the intermediate UE may not be aligned with those for D2R reception. Specification impacts on these aspects should be discussed.
· Processing time requirement b/w scheduling and transmission at intermediate UE, including SCS switching and/or waveform switching aspects. For example, minimum separation time between the reception of request from gNB to transmit a signal to A-IoT UE and transmission of the signal to A-IoT UE, and minimum time separation between the reception from A-IoT UE and transmission of the reporting from A-IoT UE to gNB.
· Overlap handling at intermediate UE, e.g., UL transmission vs transmission to A-IoT UE. It should be studied whether/how to handle DL reception and R2D transmission, or UL transmission and D2R reception, overlapped in time at intermediate UE. While it can be handled by gNB implementation not to overlap any transmission/reception at intermediate UE as one possible solution, it would complicate the scheduler and may not be preferable from such perspective.
Note that there are other problems that should be discussed in RAN1, such as band problem pointed out in [3], i.e., which band is used from perspective of intermediate UE; if DL for A-IoT UE is performed in DL band for the unified rule b/w Topology 1 and Topology 2, this means that intermediate UE performs transmission at DL band, which may not be aligned in the current regulations in a lot of countries/regions.
Observation 2:
· RAN1 specification should describe intermediate UE’s behaviors with respect to scheduling and timing relationships.
Proposal 17:
· RAN1 discuss/clarify intermediate UE’s behaviors with respect to scheduling and timing relationships.
· How to schedule intermediate UE’s transmission/reception in communication with A-IoT UE, e.g., scheduling DCI.
· Reporting behavior after communication b/w intermediate UE and A-IoT UE, e.g., how to schedule reporting timing/resource from intermediate UE, which contents to be reported, etc.
· SCS/BWP switching rule if required, e.g., whether the existing BWP switching mechanism is used when SCS of signal for A-IoT UE is different.
· Processing time requirement b/w scheduling and transmission at intermediate UE, including SCS switching and/or waveform switching aspects.
· Overlap handling at intermediate UE, e.g., UL transmission vs transmission to A-IoT UE.


3. Conclusion
In this contribution, we discussed frame structure and timing aspects for A-IoT. Observations/Proposals are summarized as following: 
Proposal 1:
· At least NR slot is defined for A-IoT, and frame structure is designed for slot boundary alignment.
· Absolute frame/slot index is not defined from A-IoT device perspective.
Proposal 2:
· R2D sync signal is transmitted in every slot from a slot with communication trigger until end of the corresponding communication.
· R2D preamble is one of this semi-persistent R2D sync signal.
Proposal 3:
· Each R2D transmission is defined per slot.
· Each R2D transmission with R2D preamble starts at the 1st symbol in a slot and ends at the last symbol in the slot without postamble.
Proposal 4:
· Each D2R transmission is defined per slot.
· Each D2R transmission with D2R preamble and D2R postamble in a slot starts RX/TX switching time after R2D sync signal in the slot, and ends TX/RX switching time before end of the slot.
Proposal 5:
· Discuss whether preamble and the subsequent transmission is always contiguous or not.
Observation 1:
· It seems that there is no motivation to define a gap between R2D preamble and subsequent R2D transmission(s).
Proposal 6:
· Discuss whether/how to indicate end timing of R2D/D2R transmission after discussing frame structure.
Proposal 7:
· Discuss whether to indicate destination of R2D transmission via preamble.
Proposal 8:
· Discuss how to identify the frequency resource for synchronization signal in 9.4.1.2.
Proposal 9:
· Discuss time unit Tslot for slotted-ALOHA, in consideration of frame structure.
· N NR slot(s) should be studied for the time unit.
Proposal 10:
· When D2R transmission performed based on slotted-ALOHA based access is triggered, a time window Twindow for the slotted-ALOHA based access is indicated in the corresponding R2D transmission.
Proposal 11:
· Discuss how to access when a response is expected from a single device.
· E.g., a contention-free access procedure is defined, or the contention-based access procedure is reused with a specific parameter.
Proposal 12:
· The following terminologies are used for A-IoT for studying scheduling aspects:
· KR2D_D2R: Actual time between a R2D transmission and the corresponding D2R transmission following it. 
· KR2D_TW: Actual time between a R2D transmission and a time window for the corresponding D2R transmission following it.
· KD2R_R2D: Actual time between a D2R transmission and the corresponding R2D transmission following it.
· KTW_R2D: Actual time between a time window for D2R transmission and the corresponding R2D transmission following it.
· KR2D_R2D: Actual time between two different consecutive R2D transmissions to the same A-IoT device. 
· KD2R_D2R: Actual time between two different consecutive D2R transmissions from the same A-IoT device.
Proposal 13:
· Study R2D control information for PRDCH scheduling and PDRCH scheduling.
Proposal 14:
· Clarify the definition of DT and DO-DTT, i.e., study whether/how to differentiate between DT and DO-DTT from physical layer impact aspects.
Proposal 15:
· D2R transmission is performed only when the transmission is dynamically triggered in R2D transmission from reader and/or CW transmitter.
· FFS: detailed triggering
Proposal 16:
· A single TB (MAC PDU) can be transmitted across multiple slots.
Observation 2:
· RAN1 specification should describe intermediate UE’s behaviors with respect to scheduling and timing relationships.
Proposal 17:
· RAN1 discuss/clarify intermediate UE’s behaviors with respect to scheduling and timing relationships.
· How to schedule intermediate UE’s transmission/reception in communication with A-IoT UE, e.g., scheduling DCI.
· Reporting behavior after communication b/w intermediate UE and A-IoT UE, e.g., how to schedule reporting timing/resource from intermediate UE, which contents to be reported, etc.
· SCS/BWP switching rule if required, e.g., whether the existing BWP switching mechanism is used when SCS of signal for A-IoT UE is different.
· Processing time requirement b/w scheduling and transmission at intermediate UE, including SCS switching and/or waveform switching aspects.
· Overlap handling at intermediate UE, e.g., UL transmission vs transmission to A-IoT UE.
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