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1 Introduction
At RAN#115 a WI was agreed for AI/ML for NR Air Interface normative work in Release 19. The accompanying WID [1] includes a further study on CSI prediction via AI/ML with the following objectives:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


This additional study follows on the back of an absence of a recommendation on the way forward for CSI prediction from the AI/ML for NR Air Interface SI in Rel-18 reported in TR 38.843. One of the reasons for this was that the limited assessment results from the study did not show enough performance improvement when compared to Rel-18 non-AI/ML based approaches despite the likely higher complexity of AI/ML approaches. Another reason was the absence of an agreed framework for CSI prediction covering such issues as:
· Data collection
· Performance monitoring
· Configuration of CSI-RS
· Framework for CSI prediction
On the framework for CSI prediction, the WID suggests as an example, cell/site specific CSI prediction. In this contribution, we discuss some of the above issues with respect to cell/site specific CSI prediction.
2 CSI Prediction
CSI is derived from channel measurements on transmitted reference signals by the receiver. The transmitted reference signals are known to and expected at the receiver. Prediction of CSI presupposes that there is wide sense stationarity in the channel propagation and that this variation can be modelled using an analytic function such as a Kalman filter or other autoregressive and/or moving average function. Prediction using an AI/ML model presupposes that the analytic function can be modelled with suitable parameters using ML. However, radio propagation conditions tend to vary enormously from cell site to cell site. For example, a pedestrian UE within the coverage area of a cell located in a rural area/countryside with very little road traffic experiences relatively low variations in channel measurements over time; whereas UEs within the coverage area of a cell located near to a busy motorway or airport can see enormous variation in channel measurements mostly due to fast fading and doppler frequency variation. 
In the above two scenarios, the analytical model of the channel variations in the two cases are likely quite different.  Equivalently, CSI prediction using a localised cell/site specific AI/ML model is more likely to converge to a suitable model that matches the analytic model of the channel variations for the particular cell/site given a suitable framework. 
3 Cell-specific CSI Prediction framework
For cell/site specific AI/ML CSI prediction, the UE cannot store all site-specific models as there may be too many. Therefore, the model needs to be stored for each specific site/cell at the network side – for example, at the gNB specific to the site as the model would be different from site to site. It follows that the model also has to be trained on the network side. Furthermore, since the model is different from site to site, it should be trained only once the gNB is installed on the specific site/cell. If the model is trained in the gNB itself, then once installed, the gNB can go through this training phase for some time. If the model has to be trained in the cloud (or elsewhere in the network) then it can be trained by capturing CSI measurement data from spatially widespread locations within the cell after the gNB is installed, then using this data to train the model at the network side. 
At RAN1#116, RAN1 concluded as follows [2]:
	Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.



According to the above conclusion, at least for this Rel19 study, model inference can only take place at the UE-side. Therefore, the trained site/cell specific model that is stored on the network side (likely at the gNB) has to be transferred to every UE that is handed over to or registers in the cell for use in inference. For site specific CSI prediction models, we can therefore make the following observations:
Observation 1: For site specific AI/ML CSI prediction models, the model is trained at the network side after gNB installation at the site/cell concerned.
Observation 2: For site specific AI/ML CSI prediction models, the model is stored at the network side and delivered to the UE when it registers or is handed over to the gNB concerned.
At RAN1#116, RAN1 also agreed as follows with respect to two-sided models for CSI compression:
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.



This agreement lists some options for study that can help in alleviating or resolving inter-vendor training collaboration issues that are especially acute for the CSI compression use case because the compressor and decompressor models could originate from different vendors. In the site-specific CSI prediction use case, there are also inter-vendor issues as training by different manufacturers could result in different model structures needing different inference capabilities at the UE. This is because UEs may have varying storage and inference capabilities as they are also from different manufacturers. Options to alleviate these inter-vendor training and inference issues as they relate to data collection, model training, model storage and model transfer on the one hand, and UE capability on the other hand, can also be drawn from some of the options outlined in the above agreement. We have adapted the following relevant options for CSI prediction:
· Option 1: Standardized reference model structure + Parameter delivery from NW-side to UE-side
· Option 2: Standardized dataset format 
· Option 3: Standardized model structure + Standardized dataset format
We now try to explain the relevance of these options to the cell/site-specific CSI prediction framework.
3.1 Option 1: Standardised reference model structure
With a standardised reference model structure, all gNB and UE manufacturers can build capability in their devices to support network side (gNB) model training capabilities whilst UEs can be designed to incorporate the required reference model inference capability such as a custom hardware engine to execute the reference model. A standardised reference model structure may include: the form of NN, the size and topology (number of nodes, depth, inputs, and outputs), number of parameters (and their precisions) of the model. During training by individual vendors, the parameters of the model can therefore be determined in a vendor-specific manner. When a UE roams into or is handed over to the specific cell, only the site/cell specific model parameters need to be transferred to the UE. The UE would then use these parameters to configure its reference model in readiness for inference.
3.2 Option 2: Standardised dataset format
Option 2 presents the best opportunity for inter-vendor differentiation in terms of the structure of the network side trained CSI prediction AI/ML model. In this option, the dataset format for training data is standardised. This allows all vendors to train on the same format data. As models are trained on the specific site, this means that training data has to be collected in accordance with the specified dataset format and delivered to the model trainer. Vendors training may however result in different structures for the models.  Some of the resulting vendor-specific models may not match some UE inference capability when such differentiated models are delivered to the UE as it goes from cell to cell. Nevertheless, a standardised dataset format may be useful for collection of further data for online model update or refinement.
3.3 Option 3: Standardised model structure + Data Format
In option 3, there is also a standardised model structure as in Option 1 but this time, there is a standardised data format too. Vendor training would in general result in similar parameter sets with convergence dependent on the algorithms and amount of data used for the training. As in option 1, UEs can be predesigned with the inference capability for the standardised model structure. Then when a UE signs onto the cell, cell/site specific model parameters are delivered to the UE for configuration of the model in readiness for inference. The advantage of this option over option 1 is that the precision of the model parameters can be better captured in the standardised model structure. Further, with a standardised data format, more training either at UE or network site can be done online for model updates.
3.4 Comparison of the Options
In all the three options, after gNB installation at the specific site, the model has to undergo training with site-specific measurement data as input. As this training is offline, the big concern is the training effort involved. Furthermore, at UE sign-on to a specific cell/gNB, the UE will receive either a complete site/cell specific model or only site/cell specific parameters for a standardised model structure. This implies a certain amount of signalling. Using these two metrics: post-installation training effort and signalling load, we compare the three options in Table 1.
	Option
	Post installation Training effort
	Signalling Load

	Option 1: Standardised reference model structure
	LOW
	LOW

	Option 2: Standardised dataset format
	HIGH
	HIGH

	Option 3: Standardised model structure + Data Format
	MEDIUM
	MEDIUM


Table 1: Comparison of CSI prediction model framework options

Proposal 1: To alleviate / resolve some issues related to inter-vendor training, storage and transfer of cell/site-specific AI/ML-based UE-side CSI prediction models, RAN1 will study the following options:
· Option 1: Standardized reference model structure + Parameter delivery from NW-side to UE-side
· Option 2: Standardized dataset format 
· Option 3: Standardized model structure + Standardized dataset format
3.5 Other CSI Prediction framework Issues
Since the AI/ML models for CSI prediction will be site/cell specific, we can think of them as stored at the gNB for delivery to any UEs that sign up to the gNB/cell. As indicated above, the model will be trained by the gNB once it is installed on a particular site. Model training effort after installation may be reduced if the model is pretrained at manufacture using generic training data. This concept of generic training data lends itself well to those options analysed above that include standardised data formats and/or data. The generic data will be presented in the standardised format for training at the factory. Subsequent training after installation will be based on real-world data measurements taken within the coverage area of the cell and should result in a model update.
Proposal 2: RAN1 study factory training using standard format data of the CSI prediction model during gNB manufacturing.
4 Conclusion
In this contribution, we discussed our views on framework for CSI prediction via AI/ML models. We observe and propose as follows:

Observation 1: For site specific AI/ML CSI prediction models, the model is trained at the network side after gNB installation at the site/cell concerned.
Observation 2: For site specific AI/ML CSI prediction models, the model is stored at the network side and delivered to the UE when it registers or is handed over to the gNB concerned.
Proposal 1: To alleviate / resolve some issues related to inter-vendor training, storage and transfer of cell/site-specific AI/ML-based UE-side CSI prediction models, RAN1 will study the following options:
· Option 1: Standardized reference model structure + Parameter delivery from NW-side to UE-side
· Option 2: Standardized dataset format 
· Option 3: Standardized model structure + Standardized dataset format

Proposal 2: RAN1 study factory training on standard format data of the CSI prediction model during gNB manufacture..
References
[1]	RP-234039, “New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, 3GPP TSG RAN Meeting #102, Dec 2023.
[2]  	Chair Notes, RAN1#116, Mar 2024.



