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Introduction
According to the WID [1], the necessity and details of model identification, data collection for UE sided model training and model transfer/delivery need for further study. In RAN1#116, we have the agreements as copied below [2].  
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded

Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring

Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion
Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.


In this contribution, we continue sharing our views on the necessity of model identification of UE-side or UE-part of two-sided models in the context of LCM and data collection issues of UE-sided model training.
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General aspects
It is well understood that model identification means a process/method of identifying an AI/ML model for the common understanding between the NW and the UE, and information regarding the AI/ML model may be shared during such process. 
When considering the necessity of model identification, we need to answer the following questions for all or per use case(s): 
· What information regarding the models deployed in UE does NW need to know?
In general, the information regarding the model to be shared between UE and NW sides may be the specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets)[3]. However, it is necessary to be further studied per use case whether and details of the model information that need to be shared and check whether there is anything common information for all use cases.
· Why does NW need to know about the models deployed in UE?
Knowledge of the information regarding models deployed in the UE may be beneficial for network operation. Whether such the information is required, or ‘nice-to-have’ needs to be discussed. 
Thus, to facilitate discussion on the necessity, we suggest focusing on the detailed information to be shared per use case and the benefit of model-ID-based LCM with such shared information.
Proposal 1: To facilitate discussion on the necessity, study the detailed information to be shared per use case and the benefit of model-ID-based LCM with the shared information.
Identify an AI/ML model
In general, an AI/ML model (i.e., a data driven algorithm) to be identified includes a set of associated components as shown in Figure 1: a model structure, e.g., Neural Network (NN), a dataset to train the NN, the weights of the trained NN and a compiled binary file for deployment.
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[bookmark: _Ref131196171]Figure 1 An AI/ML model with key components, including a model structure (e.g., Neural Network, NN), data set with dedicated data collection, weights in open format and proprietary format. 
Thus, in this sense, to identify an AI/ML model, there can be the following options with different information needed. 
· Option 1: Model structure + Dataset
With this option, an AI/ML model is identified with a specific model structure and dedicated dataset to train the structure, including. 
· Model structure-related information
It could include the NN types, e.g., CNN/RNN, model input/output information, layers and activation function of each layer. Because of the diverse hardware platforms in practice, the preferred structure can be selected and/or reported via UE capability by the target device, if configured with the dedicated accelerator. 
· Dataset-related information
The samples in dataset can be collected from the specific scenario/configuration, and with sufficient dataset for training, the inference performance with different structures could be very close. The related information to indicate the dataset will be discussed in following sections.
Therefore, from the expected performance aspect, a well-defined dataset can be used to identify a model in some degree for a given model structure.
· Option 2: Model structure + Weights
After training, a set of weights is generated for the given model structure to maximize an objective function given the dataset, e.g., minimum MSE. With this option, in addition to the model structure-related information mentioned above, the information on the weights needs to be indicated. 
· Information on the weights
The set of weights of the NN and the related configurations, such as the number and type of weights, quantization levels and compression method if applied. In general, there could be tens of thousands of weights for a NN with some device-specific format.
Note that the information on the weights is highly related with the given model structure, which needs to be separately discussed in the context of model delivery/transfer. 
· Option 3: A compiled binary file
After compiling on a trained model, a binary file is generated for the target device for inference, which couldn’t be recognized by the other devices, especially by different vendors. However, the model can still be recognized based on other approaches, e.g., Option 1 and 2 above, before compiling.
Observation 1: An AI/ML model can be identified with a) information on model structure and information on dataset; b) information on model structure and weights; c) a compile binary file for deployment.
To guarantee the feasibility of vendor-specific model optimization, the information on dataset, especially the configuration on the data collection for the dataset, can be used to facilitate identifying a model with a given model structure.
Proposal 2: Study the information on the data collection related configuration and dataset indication for model identification per use case.
Data collection related configuration and/or indication
For MI-Option 1, we further explain how data collection related configuration(s) and/or indication(s) can be used for model identification.
[image: ]                                [image: ]
	        (a) Different datasets collected in different        (b)Data collected from different datasets
scenarios/configurations                                      from different scenarios/configurations
[bookmark: _Ref162900966]Figure 2 Training a model with different data collection configurations for scenarios/configurations specific datasets 

First of all, we note that the applicability of a trained model depends on the statistics of the data collected and used for training of that model as illustrated in Figure 2(a), where the same NN structure, e.g., NN1, is trained with two datasets collected under two configurations/scenarios to develop two models, e.g., AI model 1 and AI model 2, for Scenario 1 and Scenario 2, respectively. In this case, to achieve the expected performance, the developed/trained models should be selected/activated/used under the same configuration/scenario during the inference phase for the consistency. 
[bookmark: _Hlk162903212]Thus, if a dataset for model training can be identified by a well-defined configuration/scenario, the dataset indication, e.g., a dataset ID, can be with the model identification to guarantee the consistency between training and inference.
Proposal 3: If a dataset for model training can be identified by a well-defined configuration/scenario, the dataset indication, e.g., a dataset ID, can be with the model identification to guarantee the consistency between training and inference.
We note that in practice one model can be trained using different datasets, collected under different configurations to capture the statistics of all of them and has the generalization capability as illustrated in Figure 2(b). The model trained using these datasets should then be selected/activated/used when any of the configurations associated with the training dataset occurs during the inference phase.
Then, we suggest introducing a set of data collection configuration parameters to indicate the status/parameters/characteristics of the UE-side model, of the gNB-side, or even of other nodes of the network (e.g., LMF) that their value/setting results in different statistics in samples/measurements for which we want to train models.
Note that in Rel-18 SI [3], we have defined: 
· Specific configurations/conditions: they are applicability-related information that can be associated with UE capability of an AI/ML-enabled Feature/FG. 
· Additional conditions (e.g., scenarios, sites, and datasets): refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG, which can be divided into two categories: NW-side additional conditions and UE-side additional conditions.
So, we can assume that data collection configuration parameters are actually the set of conditions/additional conditions of the UE, of the gNB, and possibly of other nodes in the network when we collect samples/perform measurements, which are use case specific. 
[bookmark: _Hlk162905090]Proposal 4: 	A dataset can be associated with a set of data collection configuration parameters, which represent the set of conditions/additional conditions of the UE, of the gNB, and even of other nodes in the network affecting the measured data.
Furthermore, some status/parameters/characteristics might significantly affect the statistics of collected samples but the UE/gNB might be not willing to disclose that information to the other side during the data collection and/or inference phase. An abstraction of such information can be included in the data collection configuration parameters as some indications. 
For example, a parameter/identify,  in the configuration parameters as an indication on four different beamforming codebooks used during certain data collection period. A UE can collect data under two different bandwidths and two different beamforming codebooks. In this case, a UE can associate the collected samples:
· At a first period with configurations like: 
{#ofUEantennaPort and Polarization, Carrierfrequency1, Bandwidth1, Rank1, #ofgNBantennaPort1 and Polarization1, } 
· In the other period with another configurations like:
{#ofUEantennaPort and Polarization, Carrierfrequency1, Bandwidth2, Rank1, #ofgNBantennaPort1 and Polarization1, }. 
For simplicity we can also represent the first configuration with ID1 and the second configuration with ID2.
Proposal 5: 	A set of data collection configuration parameters may include indication parameter(s) implicitly/abstractly representing a status/parameter/characteristic (that cannot be explicitly disclosed) of a UE or a gNB for data collection.
Assuming that collected samples are associated with a set of data collection configuration parameters, the training node can use one or a few groups of samples to train its model. The applicability of the model then can be associated with the set of data collection configuration parameters of the samples used during the training. To capture this information, we can identify the model using the model metadata, which is based on the associated set of configuration parameters of the samples used during the training. 
For our example, the training node may decide to train a model  for {Bandwidth1 and } and a model  for {Bandwidth2 and }. In this case, the model, , can be identified using the first configuration, i.e., metadata of model  with ID1 and also similarly metadata of model  with ID2. 
In another example, the training node may train one single mode, , to support both configurations. In this case we can identify  using metadata with {ID1, ID2}.
Note that the model metadata is generated based on the data collection configuration parameters of the samples used for training of the model without assigning a specific ID to each model , , and  .
Proposal 6: 	Support procedures/signaling enabling UE and NW to exchange information related to data collection configuration parameters to associate the collected samples/group of samples with that configuration.
During the inference phase, the current data collection configuration parameters can be again determined based on the condition/additional condition (including the indications) of the UE and the gNB.  Therefore, the appropriate model at each node can be selected based on the metadata of the available models at that node and the current data collection configuration parameters. 
Note that this process can be used for both one-sided and two-sided models. 
Proposal 7: 	Support model identification based on association of the model with the data collection configuration parameters of the samples used during the training.
Proposal 8: 	During inference, models can be selected/activated/used based on the current data collection configuration parameters and the metadata of the models identified during the identification process.
Model identification procedure
To share the information mentioned above between UE and NW, it is necessary to enable a model identification procedure in Type A, Type B1 or Type B2 as illustrated in Figure 3, together with model ID assignment.
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[bookmark: _Ref163162479]Figure 3 Illustration of three model identification types with model ID
For Type A model identification as illustrated in Figure 3(a), the model-related information, e.g., additional conditions, of an AI/ML model is aligned and available on both sides without the over-the-air signaling.
· For the UE-part of two-sided models, the aligned information can naturally facilitate the model pairing with a model ID for example. 
· For the UE-side model, the model-related information is available based on the model ID, which could have no impact on the air interface. 
Observation 2: For Type A model identification, the model-related information can be shared between UE and NW based on a model ID without impact on air interface.
For Type B1 model identification with UE initialization as illustrated in Figure 3(b), the model-related information can be provided and aligned over-the-air signaling.
· For UE-part of two-sided model, the pairing information needs to be provided during the identification with a given ID and/or model metadata (e.g., data collection configuration parameters). 
· For UE-side model, the model-related information can be provided without model transfer to facilitate the model-ID-based LCM, especially in the case that any assistance is needed for the model operations from NW, e.g., scenario/configuration detection for model selection/activation/switching. 
Observation 3: For Type B1 model identification, the model-related information needs to be shared between UE and NW over the air interface based on a model ID and/or model metadata.
In our view, the introduction of ‘Model ID’ and/or model metadata is to facilitate the following Model ID-based LCM with the shared information, e.g., scenario/configuration to collect samples for a dataset and preferred model structure for potential model transfer. Thus, it is necessary for NW to assign a local model ID and/or model metadata in this case. 
[image: ]
[bookmark: _Ref162939897]Figure 4 Illustration of model ID assignment in model identification Type B1
For example, as illustrated in Figure 4, there are some trained AI/ML models at the UE side with a temporary (local) ID for each model. To be managed or assisted by NW for further LCM operations, a UE needs to request for a formal Model ID on it. On the request, NW confirms, assigned a formal Model ID for that and requests for the necessary information, e.g., associated scenario/configuration to collect samples for a dataset for training. Then, UE can report the information of the model, corresponding to the Model ID.
Proposal 9: A local model ID and/or model metadata can be assigned and used to facilitate the model-related information sharing between NW and UE, e.g., associated scenario/configuration to collect samples for a dataset and model-ID-based LCM.
For Type B2 model identification with NW initialization as illustrated in Figure 3(c), the model-related information can be provided and aligned over-the-air signaling as well.
· For UE part of two-sided model, the pairing-related information needs to be provided during the identification.
· For UE-side model, the model-related information can be provided together with model transfer to facilitate the model-ID-based LCM, e.g., to select/activate a specific model.
Observation 4: For Type B2 model identification, the model-related information can be shared between UE and NW together with model transfer over the air interface.
To facilitate the following Model ID-based LCM, NW can assign a model ID or model metadata on each model transferred to UE.
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[bookmark: _Ref162940371]Figure 5 Illustration of model ID assignment in model identification Type B2
For example, as illustrated in Figure 5, the procedure would include model request from UE and model transfer from NW, together with the an assigned model for future Model-ID-based LCM
Proposal 10: For Type B2 model identification, a model ID and/or model metadata can be assigned by NW on each model transferred to UE for Model-ID-based LCM.
[bookmark: _Toc158650820][bookmark: _Toc158663620]Conclusion
In this contribution, we share our views on the necessity of model identification of UE-side or UE-part of two-sided models in the context of LCM, and the data collection issues of UE-sided model training with following observations and proposals.
Observation 1: An AI/ML model can be identified with a) information on model structure and information on dataset; b) information on model structure and weights; c) a compile binary file for deployment.
Observation 2: For Type A model identification, the model-related information can be shared between UE and NW based on a model ID without impact on air interface.
Observation 3: For Type B1 model identification, the model-related information needs to be shared between UE and NW over the air interface based on a model ID and/or model metadata.
Observation 4: For Type B2 model identification, the model-related information can be shared between UE and NW together with model transfer over the air interface.
Proposal 1: To facilitate discussion on the necessity, study the detailed information to be shared per use case and the benefit of model-ID-based LCM with the shared information.
Proposal 2: Study the information on the data collection related configuration and dataset indication for model identification per use case.
Proposal 3: If a dataset for model training can be identified by a well-defined configuration/scenario, the dataset indication, e.g., a dataset ID, can be with the model identification to guarantee the consistency between training and inference.
Proposal 4: A dataset can be associated with a set of data collection configuration parameters, which represent the set of conditions/additional conditions of the UE, of the gNB, and even of other nodes in the network affecting the measured data.
Proposal 5: 	A set of data collection configuration parameters may include indication parameter(s) implicitly/abstractly representing a status/parameter/characteristic (that cannot be explicitly disclosed) of a UE or a gNB for data collection.
Proposal 6: 	Support procedures/signaling enabling UE and NW to exchange information related to data collection configuration parameters to associate the collected samples/group of samples with that configuration.
Proposal 7: 	Support model identification based on association of the model with the data collection configuration parameters of the samples used during the training.
Proposal 8: 	During inference, models can be selected/activated/used based on the current data collection configuration parameters and the metadata of the models identified during the identification process.
Proposal 9: A local model ID and/or model metadata can be assigned and used to facilitate the model-related information sharing between NW and UE, e.g., associated scenario/configuration to collect samples for a dataset and model-ID-based LCM.
Proposal 10: For Type B2 model identification, a model ID and/or model metadata can be assigned by NW on each model transferred to UE for Model-ID-based LCM.
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