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1. Introduction
Rel-18 AI/ML for air interface Study Item (SI) provided a comprehensive study on why and how to apply AI/ML for air interface, and Technical Report (TR) 38.843 captures the outcome of the SI [1]. Based on Rel-18 SI outcome, Rel-19 Work Item (WI) is targeting on providing specification support for the general framework as well as the selected representative use cases [2]. In the last meeting, the following agreements have been achieved [3]. In this contribution, we provide our views on the general issues of AI/ML model and data.
	Agreement
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases
Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases.
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion.
Conclusion
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.
Conclusion
RAN1 has no consensus to reply the SA5 LS (R1-2400035).



2. Discussion on LCM
2.1. [bookmark: _Toc72163958][bookmark: _Toc72164083][bookmark: _Toc72164151][bookmark: _Toc72164281][bookmark: _Toc72166021][bookmark: _Toc72166096][bookmark: _Toc72166120][bookmark: _Toc72166132][bookmark: _Toc72166144][bookmark: _Toc72166215][bookmark: _Toc72166223][bookmark: _Toc72764097][bookmark: _Toc72764105][bookmark: _Toc72764113][bookmark: _Toc72764121]Model Identification
Justification on the need of model-ID can be based on the fact that functionality-based LCM may not be able to support all collaboration levels between NW and UE, especially for level Z with model transfer and model update, in particular if UE could not develop the model itself and needs to download from NW, or for two-sided models are developed by both NW and UE. It could be difficult to deliver or to transfer multiple models for the same functionality without involving model ID. In addition, according to the TR [1], functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability, and additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. Therefore, functionality based LCM cannot reflect any additional conditions. To ensure consistency between training and inference regarding NW-side additional conditions, model ID may be always required. With either Type A or Type B model identification procedure, the relationship between additional conditions and the model ID can be established.
[bookmark: _Toc162442124][bookmark: _Toc162599006][bookmark: _Toc162616329][bookmark: _Toc162617160][bookmark: _Toc162618353][bookmark: _Toc162618390][bookmark: _Toc162618623][bookmark: _Toc163051993][bookmark: _Toc163052253][bookmark: _Toc163052281]Model ID is essential for use cases with model transfer, model update, or two-sided models, and is beneficial to differentiate additional conditions to ensure the consistency between training and inference. 
[bookmark: _Toc162442133][bookmark: _Toc162599015][bookmark: _Toc162616337][bookmark: _Toc162617168][bookmark: _Toc162618360][bookmark: _Toc162618397][bookmark: _Toc162618630][bookmark: _Toc163052002][bookmark: _Toc163052261][bookmark: _Toc163052289]Support model ID and model identification in Rel-19.
To facilitate the discussion, at least 5 different options are listed in the last meeting for model identification type B. At this stage, it may be still difficult to have consensuses on dataset transfer (MI-Option 2) and reference model standardization (MI-Option 4). Note that model identification via dataset transfer (MI-Option 2) is expected to have large signaling overhead where entire dataset for training is transmitted over the air and hence is not favorable from our point of view. And MI-Option 5 (Model identification via model monitoring) is a quite complicated method by assessing the performance before model identification. 
From our perspective, we can further study Model identification with data collection related configuration (MI-Option 1) and Model identification in model transfer from NW to UE (MI-Option 3). For MI-Option 3, model identification can be accomplished quite easily where model ID is associated by network/UE whenever model is being transferred which can be used for later model management signaling. But for the case where model transfer is not defined for every AI/ML use case, then we may need to rely on MI-Option 1 where model can be identified based on the configuration of data which needs to be collected for model training. For example, for a UE-based beam management model, when a new antenna configuration is observed by a UE, then UE/UE-side may train a new model for the given antenna configuration. After the model training, UE can indicate the new model ID to the network (e.g. using Type B1) along with the configuration (for example antenna configuration) which was used for model training.
Based on above discussions, MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s) and MI-Option 3: Model identification in model transfer from NW to UE seem to be the most practical methods for now and can be pursued for further study.
[bookmark: _Toc163052262][bookmark: _Toc163052290][bookmark: _Toc163052003]RAN1 should study following options for model identification Type B for further discussion.
[bookmark: _Toc163052263][bookmark: _Toc163052291]MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
[bookmark: _Toc163052264][bookmark: _Toc163052292]MI-Option 3: Model identification in model transfer from NW to UE
Further details are necessary for MI-Option 1. Taking BM cases for example, at least one-to-one association between model ID to report (sub)configuration ID is needed. For a model identification procedure initiated by the UE (e.g., Type B1) and NW may respond the request by assigning related configurations, e.g., report configuration ID, or sub configuration ID if applied. For a model identification procedure initiated by the NW (e.g., Type B2), UE may respond the similar information, for example, with a request to NW while the final configuration is determined by NW.
[bookmark: _Toc162616338][bookmark: _Toc162617169][bookmark: _Toc162618361][bookmark: _Toc162618398][bookmark: _Toc162618631][bookmark: _Toc163052004][bookmark: _Toc163052265][bookmark: _Toc163052293]In the model identification procedure with data collection related configuration(s) and/or indication(s), support at least one-to-one association between model ID to report (sub)configuration ID. The information can be from NW to UE (Type B2), or from UE to NW (Type B1) with later confirmation from NW.
Even for a same model, one-to-one association may be not sufficient, the association among those different data collection configurations may also need to be provided to UE, since UE needs to be aware that these configurations are for different LCM stages of the a same AI/ML model, and to maintain some consistency in measurement and report for those data collections. As discussed in each use case, at least the consistency across training and inference is beneficial from performance perspective. In addition, the consistency across model inference and performance monitoring may also be needed.
[bookmark: _Toc162618362][bookmark: _Toc162618399][bookmark: _Toc162618632][bookmark: _Toc163052005][bookmark: _Toc163052266][bookmark: _Toc163052294]The association among data collection configurations for different LCM stages needs to be provided to UE.
In addition, For a model identification procedure initiated by the UE (e.g., Type B1) NW may also respond the request by assigning a local model ID together with the report (sub)configuration ID. Since different types of model ID may be used during model identification procedure, for example, a global model ID and a local model ID. A global model ID is usually much more complicated than a local model ID and can be used for the initial identification, and after the models being identified, a simpler ID, e.g., local ID can be used for the following managements including model activation, deactivation, switching and selection. The figure below illustrates a model identification procedure initiated by the UE (e.g., Type B1) and NW may respond the request by assigning a local ID for the future use.
[image: ]
Figure 1 an example of model ID translation
[bookmark: _Toc162442134][bookmark: _Toc162599016][bookmark: _Toc162616339][bookmark: _Toc162617170][bookmark: _Toc162618363][bookmark: _Toc162618400][bookmark: _Toc162618633][bookmark: _Toc163052006][bookmark: _Toc163052267][bookmark: _Toc163052295]In the model identification procedure, support the translation from a global model ID to a local model ID.

2.2. Conditions, Additional Conditions and Ensure the Consistency
The concept of additional conditions was introduced during the later stage of the study item where the need for the additional conditions was identified due to presence of AI/ML training variables which may not be standardised. For instance, in AI/ML based beam management use case, network topology elements like cell layout or antenna configuration, or UE internal variables like UE speed can impact the selection of the AI/ML model which should be used during AI/ML operation. However, even though these variables may be used for training of AI/ML model and thereby the AI/ML model operation require these variables as input, these variables may not be standardised due to disclosure of proprietary information. Hence, classifying these variables as additional conditions can be an enabler for optimal AI/ML operation.
Among the methods which have been considered for ensuring consistency between network and UE for these additional conditions, the methodology of “Consistency assisted by monitoring” seems to be the least optimal solution. This method is expected to result in high delay in selection of optimal AI/ML model for a UE. For instance, if multiple set of beam management models are developed for different UE speeds and network wants to use the monitoring procedure to select the optimal model, then network needs to activate multiple models at UE one by one associated to different UE speeds until it determines an AI/ML model which results in the best performance. For the duration of time when network is activating non-optimal model(s) at UE, the UE performance suffers and results in delay in selection of the most optimal model at UE.
[bookmark: _Toc162442125][bookmark: _Toc162599007][bookmark: _Toc162616330][bookmark: _Toc162617161][bookmark: _Toc162618354][bookmark: _Toc162618391][bookmark: _Toc162618624][bookmark: _Toc163051994][bookmark: _Toc163052254][bookmark: _Toc163052282]Ensuring consistency of additional conditions using monitoring procedure results in high delay in identification of the suitable AI/ML model to run at UE, during which system performance suffers. 
[bookmark: _Toc162442135][bookmark: _Toc162599017][bookmark: _Toc162616340][bookmark: _Toc162617171][bookmark: _Toc162618364][bookmark: _Toc162618401][bookmark: _Toc162618634][bookmark: _Toc163052007][bookmark: _Toc163052268][bookmark: _Toc163052296]For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options should be considered as priority:
[bookmark: _Toc162442136][bookmark: _Toc162599018][bookmark: _Toc162616341][bookmark: _Toc162617172][bookmark: _Toc162618365][bookmark: _Toc162618402][bookmark: _Toc162618635][bookmark: _Toc163052008][bookmark: _Toc163052269][bookmark: _Toc163052297]Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
[bookmark: _Toc162442137][bookmark: _Toc162599019][bookmark: _Toc162616342][bookmark: _Toc162617173][bookmark: _Toc162618366][bookmark: _Toc162618403][bookmark: _Toc162618636][bookmark: _Toc163052009][bookmark: _Toc163052270][bookmark: _Toc163052298]Model training at NW and transfer to UE, where the model has been trained under the additional condition
[bookmark: _Toc162442138][bookmark: _Toc162599020][bookmark: _Toc162616343][bookmark: _Toc162617174][bookmark: _Toc162618367][bookmark: _Toc162618404][bookmark: _Toc162618637][bookmark: _Toc163052010][bookmark: _Toc163052271][bookmark: _Toc163052299]Information and/or indication on NW-side additional conditions is provided to UE 

2.3. Performance Monitoring
For AI/ML model performance, methods should be identified to support the monitoring of AI/ML model performance and the required feedback signalling. The TR concluded several methods for AI/ML model monitoring, based on inference accuracy, system performance, data distribution, applicable condition respectively.
It can be observed that each method has its own application scenario, since the cause of model failure may be different. Supporting more than one of monitoring methods seems inevitable. If the monitoring method is determined at NW, configuration information of model monitoring method should be provided to UE. If the monitoring method is determined at UE, together with the model monitoring results, it may report the applied monitoring method, or it may report the cause of model failure if the monitoring results implying the model has been failed. In addition, considering the different candidate monitoring methods, UE capability on the supported methods of model monitoring shall also be reported.
[bookmark: _Toc162442144][bookmark: _Toc162599026][bookmark: _Toc162616349][bookmark: _Toc162617180][bookmark: _Toc162618368][bookmark: _Toc162618405][bookmark: _Toc162618638][bookmark: _Toc163052011][bookmark: _Toc163052272][bookmark: _Toc163052300]Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
RAN1 had also considered the mechanism of monitoring inactive model/functionality for the purpose of model management decision making (e.g. activation/deactivation), however more discussions are required for the details of the procedure. Monitoring of inactive model/functionality is useful when a new model needs to be deployed in the network whose real time performance over different cells still needs to be validated. In such a case, the model/functionality shall be run at UE only for monitoring purpose without using the model/functionality for actual radio operation. For instance, in UE based beam prediction, UE may run legacy operation of beam measurements (e.g. by measuring full set of SSBs/CSI-RS) while at the same time a model/functionality could be run at UE (performing beam prediction) whose monitoring is performed to determine the performance of the given model/functionality.
[bookmark: _Toc162442145][bookmark: _Toc162599027][bookmark: _Toc162616350][bookmark: _Toc162617181][bookmark: _Toc162618369][bookmark: _Toc162618406][bookmark: _Toc162618639][bookmark: _Toc163052012][bookmark: _Toc163052273][bookmark: _Toc163052301]Specify monitoring of inactive model/functionality for the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities for Rel-19 AI/ML.
Subsequently, it needs to be discussed, when an inactive model/functionality is being monitored, whether UE should run legacy operation or can UE activate a different model/functionality simultaneously for radio operations. For example, model-1 may be inactive but being monitored for beam prediction and at the same time model-2 may be activated at the same UE for beam prediction through which radio operations are being enabled. Such operation can allow testing of newly deployed AI/ML models and at the same time continuing the radio operation using older well-established AI/ML models. However, the UE capability for supporting such procedure needs to be investigated.
[bookmark: _Toc162442127][bookmark: _Toc162599009][bookmark: _Toc162616332][bookmark: _Toc162617163][bookmark: _Toc162618355][bookmark: _Toc162618392][bookmark: _Toc162618625][bookmark: _Toc163051995][bookmark: _Toc163052255][bookmark: _Toc163052283]Concurrent inference operation of two models/functionalities at a UE (where one model/functionality is inactive but being monitored and other model/functionality is activated at UE) allows testing of newly deployed AI/ML model/functionality (using inactive model operation) and at the same time continuing the radio operation using older well-established AI/ML model/functionality.
[bookmark: _Toc162442146][bookmark: _Toc162599028][bookmark: _Toc162616351][bookmark: _Toc162617182][bookmark: _Toc162618370][bookmark: _Toc162618407][bookmark: _Toc162618640][bookmark: _Toc163052013][bookmark: _Toc163052274][bookmark: _Toc163052302][bookmark: _Hlk157680985]Discuss whether a UE can perform inference of two models/functionalities concurrently where one model/functionality is inactive but being monitored and other model/functionality is activated at UE.

2.4. Management
Although explicit LCM signalling can be used to indicate AI/ML functionality/model selection, activation/deactivation/switching, adaptive selection of applied AI/ML functionality/model can greatly reduce signalling overhead, and possibly latency. For example, if different AI/ML functionalities/models are available for LOS/NLOS, high/low SINR, high/low velocity, more/less antenna ports/beams respectively, model/functionality switching can be adaptive to the change of configurations or the detection of change of the scenarios.
[bookmark: _Toc162442147][bookmark: _Toc162599029][bookmark: _Toc162616352][bookmark: _Toc162617183][bookmark: _Toc162618371][bookmark: _Toc162618408][bookmark: _Toc162618641][bookmark: _Toc163052014][bookmark: _Toc163052275][bookmark: _Toc163052303]Support adaptive model/functionality selection, activation, deactivation, switching, and fallback based on additional conditions.
At least for UE side AI/ML functionality/model management, event triggered method may be considered, a timer and a counter can be used to control the management of the AI/ML functionality/model as follows. UE could activate candidate model(s) for performance assessment before switching to it.
1. For AI/ML performance to be monitored, UE higher layer can initialize a counter to 0
2. For an assessment duration, UE could monitor the performance of the AI/ML
3. Based on assessment in the assessment duration, UE PHY layer may generate an indication to UE higher layer to indicate the performance issue of the AI/ML 
4. UE higher layer may start a timer when receives the indication from PHY layer for the first time
5. While the timer is running, 
a) when UE higher layer receives the indication from PHY layer, UE higher layer may increase the counter by 1 and restart the timer
b) If the counter reaches a threshold value, UE higher layer can make decision to deactivate the current AI/ML model
c) If the counter reaches another threshold value, UE higher layer can make decision to assess candidate model(s), if the candidate model(s) is inactive, it can be activated
6. When the timer expires, the counter is set to 0
[bookmark: _Toc162442148][bookmark: _Toc162599030][bookmark: _Toc162616353][bookmark: _Toc162617184][bookmark: _Toc162618372][bookmark: _Toc162618409][bookmark: _Toc162618642][bookmark: _Toc163052015][bookmark: _Toc163052276][bookmark: _Toc163052304]Support event triggered AI/ML functionality/model activation/deactivation/switching.

3. Discussion on Collaboration Levels and Model Transfer
Network-UE collaboration levels x, y and z are considered during the Rel-18 study phase, and for Level z: signalling-based collaboration with model transfer, 5 different assumptions for model transfer are discussed, as in the following table. In the last meeting, z5 is deprioritized.
	[1] Table 4.3-1: Model delivery/transfer cases
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.






Several benefits of model transfer were identified during the study phase for AI/ML operation. From our perspective, supporting scenario/configuration specific models has one of the highest priorities. Although scenario/configuration specific models have not been actively considered in 3GPP, as the deployment of AI/ML accelerates, there is expected to be significant need of such models to achieve the highest possible network performance given large variations of network deployment from cell to cell. For instance, beam management study has already identified the impact of cell topology/deployment on the performance of AI/ML algorithms and various mechanisms are being considered e.g. additional conditions, dataset identifiers to handle different deployment scenarios. However, as each cell deployment is a combination of various factors (cell layout, antenna configuration, types of UEs, etc.) each of which individually impacting the AI/ML performance, covering all such combinations requires deployment of large number of AI/ML models which introduces significant burden at UE in terms of model maintenance and memory consumption. Hence, model transfer is essential to cater to such deployments where scenario/configuration specific models can be deployed at UE by gNB on demand. 
[bookmark: _Toc162442128][bookmark: _Toc162599010][bookmark: _Toc162616333][bookmark: _Toc162617164][bookmark: _Toc162618356][bookmark: _Toc162618393][bookmark: _Toc162618626][bookmark: _Toc163051996][bookmark: _Toc163052256][bookmark: _Toc163052284]Supporting model transfer is essential when considering cell/scenario-specific AI/ML deployment which is expected to happen when AI/ML deployment accelerates.
While it can be argued that model transfer can be specified at a later release when this requirement materialises, but this could imply that the framework which is defined in current release does not consider the requirements of model transfer (e.g. model format) and thereby the introduction of model transfer in future could face significant technical bottlenecks. Thereby, we believe that model transfer should be supported from the start to allow more optimal future deployments of AI/ML which can optimise the network operations.
[bookmark: _Toc162442149][bookmark: _Toc162599031][bookmark: _Toc162616354][bookmark: _Toc162617185][bookmark: _Toc162618373][bookmark: _Toc162618410][bookmark: _Toc162618643][bookmark: _Toc163052016][bookmark: _Toc163052277][bookmark: _Toc163052305]Model transfer should be supported from Rel-19 to ensure future-proofness of AI/ML operation.
In relation to the model transfer methodology, we need to consider both the UE and network implementation issues to define a suitable solution. While both z1 and z2 case allow use of proprietary model formats which is friendlier in terms of UE side compilation, z2 requires complex UE-network collaboration for network to train models in UE vendor-specific model format. This can be a huge burden for network implementations. Hence, z2 can be deprioritised considering the network implementation complexity.
[bookmark: _Toc162442129][bookmark: _Toc162599011][bookmark: _Toc162616334][bookmark: _Toc162617165][bookmark: _Toc162618357][bookmark: _Toc162618394][bookmark: _Toc162618627][bookmark: _Toc163051997][bookmark: _Toc163052257][bookmark: _Toc163052285]Model transfer methodology z2 requires complex UE-network collaboration which increases network complexity significantly.
[bookmark: _Toc163051998]When considering z3 and z4 which consider model transfer in an open format, few complications have been observed by companies in the previous meetings in relation to UE side implementation aspects like compiling and handling proprietary algorithms. However, supporting model transfer in open format can also address issues related to inter-vendor UE-network collaboration. For instance, supporting standardized reference model structure or model parameters exchange between UE and network is currently considered as the potential solutions to address the complexity of UE-network collaboration for CSI compression use case. Hence, RAN1 should continue to study z3 and z4 considering the benefits the model transfer in open format brings to the table.
[bookmark: _Toc163051999][bookmark: _Toc163052258][bookmark: _Toc163052286]Model transfer in open format reduces complexity of inter-vendor UE-network collaboration which can be helpful for use cases like CSI compression.
[bookmark: _Toc162616355][bookmark: _Toc162617186][bookmark: _Toc162618374][bookmark: _Toc162618411][bookmark: _Toc162618644][bookmark: _Toc162616356][bookmark: _Toc162617187][bookmark: _Toc162618375][bookmark: _Toc162618412][bookmark: _Toc162618645][bookmark: _Toc162442150][bookmark: _Toc162599032][bookmark: _Toc162616357][bookmark: _Toc162617188][bookmark: _Toc162618376][bookmark: _Toc162618413][bookmark: _Toc162618646][bookmark: _Toc163052017][bookmark: _Toc163052278][bookmark: _Toc163052306]Prioritize z1, z3 and z4 for further discussion for model transfer methodologies.
If model transfer is supported and it may be common practice for UEs to download models, considering that NW or AI/ML server may need to deliver the same model to multiple UEs, it is beneficial to have group common transmission. However, the payload size of a group common model transfer is much larger than legacy group common PDSCH, which may require further investigations on the feasibility.
[bookmark: _Toc162442151][bookmark: _Toc162599033][bookmark: _Toc162616358][bookmark: _Toc162617189][bookmark: _Toc162618377][bookmark: _Toc162618414][bookmark: _Toc162618647][bookmark: _Toc163052018][bookmark: _Toc163052279][bookmark: _Toc163052307]Support group common transmission for model transfer.

4. UE Capability Reporting and UE Assistance Information Reporting
During the SI, RAN1 also discussed the need to study how to handle UE’s internal conditions such as memory, battery which may impact AI/ML operation. Given that AI/ML models are expected to be more intensive as compared to legacy operation and may require dedicated UE hardware to optimise its operations, it seems natural to support handling UE internal conditions properly. While for the case of UE-based AI/ML operation, such kind of intervention can be performed locally at UE without any awareness of 3GPP network, for the case when AI/ML model operation is controlled by the network (e.g., activation/deactivation) it is important to discuss how UE can indicate its internal conditions to the network for optimal AI/ML operation. 
[bookmark: _Toc162442131][bookmark: _Toc162599013][bookmark: _Toc162616335][bookmark: _Toc162617166][bookmark: _Toc162618358][bookmark: _Toc162618395][bookmark: _Toc162618628][bookmark: _Toc163052000][bookmark: _Toc163052259][bookmark: _Toc163052287]It is important to discuss how UE can indicate its internal restrictions to activate or run an AI/ML model/functionality to the network for optimal AI/ML operation. 
There are two types of indications from UE to network which can be supported for such application. In the first approach, UE can indicate to the network its detailed status of memory size, battery level and other hardware limitations to the network like UE Assistance Information message. However, this may involve proprietary information disclosure of UE’s operation which may be undesirable. Further it is not clear how network would be able to ascertain based on the assistance information whether UE can run an AI/ML model/functionality as AI/ML operation footprint shall be UE implementation specific.
[bookmark: _Toc162442132][bookmark: _Toc162599014][bookmark: _Toc162616336][bookmark: _Toc162617167][bookmark: _Toc162618359][bookmark: _Toc162618396][bookmark: _Toc162618629][bookmark: _Toc163052001][bookmark: _Toc163052260][bookmark: _Toc163052288]Reporting of UE’s internal conditions such as memory size, battery level and other detailed hardware limitations to gNB for AI/ML operation may lead to UE’s proprietary information disclosure and may be hard for network to determine AI/ML applicability for a UE based on the provided information.
In other approach, UE can indicate whether it can run an AI/ML functionality/model after gNB indicates an AI/ML model/functionality for configuration or activation. UE, after receiving AI/ML information, shall determine whether it can run the AI/ML model/functionality or not based on its internal conditions. If the UE determines that it shall not be able to run an AI/ML model/functionality, it can indicate that to network about the restriction and can also provide a relevant cause value (e.g., memory limitation) which can allow network to understand the reason of failure and appropriate next action. Such a procedure keeps implementation simple and efficient.
[bookmark: _Toc162442152][bookmark: _Toc162599034][bookmark: _Toc162616359][bookmark: _Toc162617190][bookmark: _Toc162618378][bookmark: _Toc162618415][bookmark: _Toc162618648][bookmark: _Toc163052019][bookmark: _Toc163052280][bookmark: _Toc163052308]Specify UE indication to network about its inability to run a configured/activated AI/ML model/functionality due to UE’s internal condition along with a relevant cause value for the failure.

5. Conclusion
In this contribution, we provided our views on Rel-19 AI/ML for air-interface work on beam management enhancement use case, and we have the following observations and proposals:
Observation 1:	Model ID is essential for use cases with model transfer, model update, or two-sided models, and is beneficial to differentiate additional conditions to ensure the consistency between training and inference.
Observation 2:	Ensuring consistency of additional conditions using monitoring procedure results in high delay in identification of the suitable AI/ML model to run at UE, during which system performance suffers.
Observation 3:	Concurrent inference operation of two models/functionalities at a UE (where one model/functionality is inactive but being monitored and other model/functionality is activated at UE) allows testing of newly deployed AI/ML model/functionality (using inactive model operation) and at the same time continuing the radio operation using older well-established AI/ML model/functionality.
Observation 4:	Supporting model transfer is essential when considering cell/scenario-specific AI/ML deployment which is expected to happen when AI/ML deployment accelerates.
Observation 5:	Model transfer methodology z2 requires complex UE-network collaboration which increases network complexity significantly.
Observation 6:	Model transfer in open format reduces complexity of inter-vendor UE-network collaboration which can be helpful for use cases like CSI compression.
Observation 7:	It is important to discuss how UE can indicate its internal restrictions to activate or run an AI/ML model/functionality to the network for optimal AI/ML operation.
Observation 8:	Reporting of UE’s internal conditions such as memory size, battery level and other detailed hardware limitations to gNB for AI/ML operation may lead to UE’s proprietary information disclosure and may be hard for network to determine AI/ML applicability for a UE based on the provided information.

Proposal 1:	Support model ID and model identification in Rel-19.
Proposal 2:	RAN1 should study following options for model identification Type B for further discussion.
−	MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
−	MI-Option 3: Model identification in model transfer from NW to UE
Proposal 3:	In the model identification procedure with data collection related configuration(s) and/or indication(s), support at least one-to-one association between model ID to report (sub)configuration ID. The information can be from NW to UE (Type B2), or from UE to NW (Type B1) with later confirmation from NW.
Proposal 4:	The association among data collection configurations for different LCM stages needs to be provided to UE.
Proposal 5:	In the model identification procedure, support the translation from a global model ID to a local model ID.
Proposal 6:	For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options should be considered as priority:
−	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
−	Model training at NW and transfer to UE, where the model has been trained under the additional condition
−	Information and/or indication on NW-side additional conditions is provided to UE
Proposal 7:	Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Proposal 8:	Specify monitoring of inactive model/functionality for the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities for Rel-19 AI/ML.
Proposal 9:	Discuss whether a UE can perform inference of two models/functionalities concurrently where one model/functionality is inactive but being monitored and other model/functionality is activated at UE.
Proposal 10:	Support adaptive model/functionality selection, activation, deactivation, switching, and fallback based on additional conditions.
Proposal 11:	Support event triggered AI/ML functionality/model activation/deactivation/switching.
Proposal 12:	Model transfer should be supported from Rel-19 to ensure future-proofness of AI/ML operation.
Proposal 13:	Prioritize z1, z3 and z4 for further discussion for model transfer methodologies.
Proposal 14:	Support group common transmission for model transfer.
Proposal 15:	Specify UE indication to network about its inability to run a configured/activated AI/ML model/functionality due to UE’s internal condition along with a relevant cause value for the failure.
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