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[bookmark: _Ref158036614]1	Introduction
The “Study on solutions for Ambient IoT (Internet of Things) in NR” [1][2][3] targets a further assessment at RAN WG level of Ambient IoT (A-IoT), a new 3GPP IoT technology, suitable for deployment in a 3GPP system, which relies on ultra-low complexity devices with ultra-low power consumption for the very low-end IoT applications. The study follows an initial study captured in TR 38.848 [4].
RAN1#116 was the first meeting in this study item. For this agenda item, we provided our initial views in [5], and the RAN1 discussion was captured in the feature lead summary in [6].
2	Agreements
RAN1#116 made the following agreements for this agenda item:
	Agreement
For this study item, the coverage evaluation methodology is based on the following steps. 

For an evaluation scenario
· For each of the link i, 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements if Budget-Alt2 is used for this link i.
· Step 2: Obtain the receiver sensitivity using the method Budget-Alt1 (if a predefined threshold is assumed to derive the receiver sensitivity) or Budget-Alt2 (if no predefined threshold is assumed to derive the receiver sensitivity).
· Step 3: Obtain the coverage performance for link i based on the receiver sensitivity from step 2 and link budget template.
· The coverage results for each link are provided.
· FFS: what links are evaluated besides R2D and D2R (e.g., RF-EH)
· FFS whether/how to model the interferenceFFS: for which device(s) a predefined threshold is assumed

Note the following alternatives for obtaining receiver sensitivity are defined, 

· Budget-Alt1: receiver sensitivity is derived by a predefined threshold and no LLS is needed for link budget calculation
· The results rely on the received sensitivity and maximum transmit power, and directly calculate the maximum distance / pathloss based on these values and other related parameters. The link-level simulation (LLS) performances, such as required SINR can be satisfied for such case and no LLS is needed for link budget calculation.

· Budget-Alt2: receiver sensitivity is derived by required SINR which is given by LLS results 
· The results rely on link-level simulation results, e.g., required SINR which corresponds to detail LLS assumptions (e.g., BW, coding, data rate). And based on the required SINR, the received sensitivity can be calculated and then the maximum distance / pathloss can be derived.
· Note: For noise power, a noise figure value needs to be provided.

Agreement
MPL and distance is used as performance evaluation metric for link budget calculation.
· Note: the distance is derived from MPL and corresponding pathloss model.
· FFS: Pathloss model

Agreement
The following pathloss model is used in the coverage evaluation. 
· For D1T1, 
· InF-DH defined in TR38.901 is used. 
· Decide which of the following is used for each link,
· NLOS
· LOS
· FFS: InF-SH
· For D2T2, down-select from the following path loss models
· InF-DL defined in TR38.901 where the BS path loss model is reused for intermediate-UE with antenna height of 1.5m
· InH-Office model defined in TR38.901, (a.k.a, InH_B in Report ITU-R M.2412-0) where the BS path loss model is reused for intermediate-UE with antenna height of 1.5m
· Decide which of the following is used for each link,
· NLOS
· LOS

Conclusion
Companies are encouraged to consider Table 3.4.2 in R1-2401735 for their contributions to RAN1#116bis regarding link budget template.




This contribution presents our perspective on unresolved issues regarding the evaluation assumptions and results for Ambient IoT. Notably, to enhance readability, we have structured the paper using the same overall framework as utilized in [6].
3	Discussion
3.1	General
3.1.1	Terminologies
In line with the following agreement made in RAN1#116 within X, in this contribution, we use the same terminology to refer to various A-IoT devices.
	Agreement
For the purpose of the study, RAN1 uses the following terminologies:
· Device 1: ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2a: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2b: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is generated internally by the device.




3.1.2	General evaluation methodology
RAN1#116 made the following agreements regarding general evaluation methodology:
	Agreement
For this study item, the coverage evaluation methodology is based on the following steps. 

For an evaluation scenario
· For each of the link i, 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements if Budget-Alt2 is used for this link i.
· Step 2: Obtain the receiver sensitivity using the method Budget-Alt1 (if a predefined threshold is assumed to derive the receiver sensitivity) or Budget-Alt2 (if no predefined threshold is assumed to derive the receiver sensitivity).
· Step 3: Obtain the coverage performance for link i based on the receiver sensitivity from step 2 and link budget template.
· The coverage results for each link are provided.
· FFS: what links are evaluated besides R2D and D2R (e.g., RF-EH)
· FFS whether/how to model the interference FFS: for which device(s) a predefined threshold is assumed

Note the following alternatives for obtaining receiver sensitivity are defined, 

· Budget-Alt1: receiver sensitivity is derived by a predefined threshold and no LLS is needed for link budget calculation
· The results rely on the received sensitivity and maximum transmit power, and directly calculate the maximum distance / pathloss based on these values and other related parameters. The link-level simulation (LLS) performances, such as required SINR can be satisfied for such case and no LLS is needed for link budget calculation.

· Budget-Alt2: receiver sensitivity is derived by required SINR which is given by LLS results 
· The results rely on link-level simulation results, e.g., required SINR which corresponds to detail LLS assumptions (e.g., BW, coding, data rate). And based on the required SINR, the received sensitivity can be calculated and then the maximum distance / pathloss can be derived.
· Note: For noise power, a noise figure value needs to be provided.




Regarding the evaluation methodology, we believe the following aspects should be considered:
3.1.2.1	Receiver sensitivity
Since receiver sensitivity is a crucial parameter that can significantly impact the evaluation of link budget, we propose to reach an agreement on the predefined values used for Alt1, as well as on the method for computing it in Alt2.
3.1.2.1.1	Alt1
The receiver sensitivity of the A-IoT devices can be determined according to the device architecture. The AMP-IoT [7] and LP-WUR [8] can used as reference receivers, respectively for passive and active devices, for suggesting these values. We recommend using the values provided in Table 1 for the receiver sensitivity of various A-IoT devices. Additionally, Table 1 includes the suggested values for the receiver sensitivities of both the BS and the intermediate UE.
[bookmark: _Ref162896035]Table 1: Receiver sensitivity
	Receiver
	Sensitivity (dBm)

	Device 1
	-35 (-30 to -40)
Depending on active or passive ED

	Device 2a: RF ED without LNA
	Close to Device 1 (-35 to -45)

	Device 2a: RF ED with LNA
	-55 (-50 to -60)

	Device 2a: Zero-IF 
	-80

	Device 2b
	-85 (close to device 2a Zero-IF architecture)
May better for having more power on LNA

	BS
	-100

	Intermediate UE
	-100



For Alt1, we have the following proposal:
1. [bookmark: _Toc163254160]Use the values recommended in Table 1 as the receiver sensitivity in the link budget evaluation Alt1.

3.1.2.1.2	Alt2
For Alt2, we have the following proposal:
1. [bookmark: _Toc163254161]For the Alt2 link budget evaluation the receiver sensitivity can be calculated as:
[bookmark: _Toc163254162]		Receiver sensitivity= Required SNR + Noise power,
[bookmark: _Toc163254163]where Noise power= NF + thermal noise + lin2dB(BW).

Note that interference from CWT can lead to receiver sensitivity degradation, especially in monostatic scenarios on the reader side. This degradation depends on the cancellation capability (dB) of the reader and is discussed in section 3.4.3.1 of the paper.

3.1.2.2	Consideration of CWT2D distance in coverage assessments
For passive devices (Device 1 and Device 2a), the distances between the CWT and A-IoT devices directly affect the transmitting power of the device in the uplink (UL), thereby influencing coverage assessments. To ensure comparability of results across different companies, one approach could be to fix the distance between the CWT and the A-IoT device. From there, the received signal power at the device can be computed using the following equation:

where the parameter  are respectively: the received signal power at the device, the transmitting power from the CWT, the CWT antenna gain, the path loss of the link CWT2D,and the device receiver antenna gain. The path loss can also be computed based on the path loss model considered in 38.901. For our evaluations, we have considered InF-DH NLOS conditions for D1T1 deployments, and the path loss can be obtained from 



where  is the considered distance in meters between CWT and device and  is the carrier frequency in GHz.
Likewise, we have considered InF-DL NLOS for D2T2 deployments and calculated .
1. [bookmark: _Toc163254164]To ensure comparability of results across different companies, consider fixing the distance between the CWT and the A-IoT device.

3.1.2.3	Links for evaluation
Based on the RAN plenary outcome [8], the study of the energy harvesting signal/waveform is outside the scope of the SI in Rel-19. Therefore, the assessment of the EH link can also be excluded from the link budget evaluations.
[bookmark: _Toc163254155]Based on the RAN plenary outcome [8], the study of the energy harvesting signal/waveform is outside the scope of the SI in Rel-19.
1. [bookmark: _Toc163254165]The assessment of the EH link can be excluded from the link budget evaluations.

3.2	Remaining design targets
3.2.1	Remaining design targets in TR 38.848
3.2.1.1	Coverage
The following conclusion has been suggested in [6] and we tend to agree with the conclusion. However, we propose that the maximum distance target be set separately, not only based on power consumption but also on the device type (i.e., distinguishing between 2a and 2b).
	Conclusion:
· maximum distance target is set separately for “~1 µw” and “≤ a few 100 µw” power consumption devices respectively
· RAN1 can refine the target after further evaluations.




3.2.1.2	Latency
The following proposal was discussed in the RAN1#116 meeting [6].
	Proposal:
· Definition of the latency is refined as follows,
· For inventory use case: The time interval between the time that the inventory request is sent from BS/intermediate UE and the time that the inventory report is successfully received at BS/intermediate UE  .
· For command use case: The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the data command is successfully received at A-IoT device. 

· FFS the definition of successful reception, e.g., with [99%] probability.
· FFS the components (e.g., processing time at BS and/or A-IoT device) to be included in the calculation of latency.
· Note: the latency definition is for a A-IoT device.




Based on the discussions in RAN1#116, we prefer to clarify that the definition concerns only one device and to remove “successfully” from definition, i.e., latency is defined under ideal conditions. These updates are more in line with the definition of control plane latency in NR. 
Also, in line with the definition of NR control plane latency, the processing delay at the reader and A-IoT device can be taken into account (as shown in figure below from 37.910). However, other components included in the latency definition will depend on the message flow between the reader and the A-IoT device. For this, RAN1 needs to wait for progress on the message flow in RAN2. 
UE
gNB
1. Delay for RACH Scheduling Period
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7. Processing delay in gNB
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Figure 1: Plane latency.

1. [bookmark: _Toc163254166]Definition of the latency is as follows:
· [bookmark: _Toc163254167]For inventory use case: The time interval between the time that the inventory request is sent from BS/intermediate UE to a A-IoT device and the time that the inventory report is received at BS/intermediate UE from the A-IoT device.
· [bookmark: _Toc163254168]For command use case: The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the data command is received at a A-IoT device. 
· [bookmark: _Toc163254169]Processing delay at the BS/intermediate UE and A-IoT device is included in the calculation of latency.
· [bookmark: _Toc163254170]FFS other components till RAN2 agrees on the message flow between BS/intermediate UE and the A-IoT device. 
· [bookmark: _Toc163254171]Note: the latency definition is for a A-IoT device.
· [bookmark: _Toc163254172]Note: Time for energy harvesting is not included in the definition of latency.

3.3	Deployment scenarios
3.3.1	Scenario definition
3.3.1.1	Deployment scenario 1 with topology 1
The following scenarios have been captured in [6] for Deployment scenario 1 with topology 1.
	For Deployment scenario 1 with topology 1, the following scenarios are used for evaluation of coverage and coexistence,
D1T1-A: indoor BS + indoor AIoT device, CW inside topology,
· D1T1-A1: different node for CW2D/R2D and D2R
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are same
· ‘R’ in R2D and ‘R’ in D2R are different
[image: ]
· D1T1-A2: 
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D 
[image: ]
· [R2D in at least DL spectrum]
· Only for device 1 and device 2a
· FFS for CW characteristics for further study in 9.4.2.4
· [FFS: RF energy harvesting]


D1T1-B: indoor BS + indoor AIoT device, CW outside topology (i.e., bistatic backscattering),
· [R2D in at least DL spectrum]
· FFS for CW characteristics for further study in 9.4.2.4
· Only for device 1 and device 2a
· [FFS: RF energy harvesting]
· For D1T1-B: 
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
[image: ]

D1T1-C: indoor BS + indoor AIoT device with active UL transmission
· Only for device 2b
· R2D in DL spectrum
· D2R in UL spectrum
· [FFS: RF energy harvesting]

FFS for other scenarios
FFS other assumptions for each scenario



Based on the following agreement form RAN1#116 in agenda item 9.4.2.4, for device 1 and device 2a (passive devices), we recommend considering the links’ spectrums listed in Table 2 for LLSs and coverage assessments of D1T1 scenarios.
	Agreement
For the case that D2R backscattering is transmitted in the same carrier as CW for D2R backscattering, and for topology 1, the following cases for CW transmission are studied.
· Case 1-1: CW is transmitted from inside the topology, transmitted in DL spectrum.
· Case 1-2: CW is transmitted from inside the topology, transmitted in UL spectrum.
· Case 1-4: CW is transmitted from outside the topology, transmitted in UL spectrum.




1. [bookmark: _Toc163254173]Use the links’ spectrums listed in Table 2 for LLSs and coverage assessments of D1T1 scenarios for device 1 and device 2a (passive devices).
[bookmark: _Ref162942328]Table 2: Links’ spectrums for D1T1 scenarios
	Scenario
	D1T1-A1/A2
Case 1-1
	D1T1-A1/A2
Case 1-2
	D1T1-B:
Case 1-4
	D1T1-C

	Assumptions
	CW2D in DL,
D2R in DL,
R2D in DL spectrum
	CW2D in UL,
D2R in UL,
R2D in DL spectrum
	CW2D in UL,
D2R in UL,
R2D in DL spectrum
	D2R in UL,
R2D in DL spectrum



3.3.1.2	Deployment scenario 2 with topology 2
The following scenarios have been captured in [6] for Deployment scenario 2 with topology 2.
	For Deployment scenario 2 with topology 2, the following scenarios are used for evaluation of coverage and coexistence,

D2T2-A: outdoor BS + Indoor Intermediate UE + Indoor AIoT device, CW inside topology
· D2T2-A1: different node for CW2D/R2D and D2R
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are same
· ‘R’ in R2D and ‘R’ in D2R are different
[image: ]
· D2T2-A2: 
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D 
[image: ]
· R2D in UL spectrum
· Only for device 1 and device 2a
· FFS for CW characteristics for further study in 9.4.2.4
· [FFS: RF energy harvesting]
· 

D2T2-B: outdoor BS + Indoor Intermediate UE + Indoor AIoT device, CW outside topology 
[image: ]
· R2D in UL spectrum
· Only for device 1 and device 2a
· FFS for CW characteristics for further study in 9.4.2.4
· [FFS: RF energy harvesting]

D2T2-C: outdoor BS + Indoor Intermediate UE + Indoor AIoT device with active UL transmission
· Only for device 2b
· R2D in UL spectrum
· D2R in UL spectrum

FFS for other scenarios
FFS other assumptions for each scenario



Based on the following agreement form RAN1#116 in agenda item 9.4.2.4, for device 1 and device 2a (passive devices), we recommend considering the links’ spectrums listed in Table 3 for LLSs and coverage assessments of D2T2 scenarios.
	Agreement
For the case that D2R backscattering is transmitted in the same carrier as CW for D2R backscattering, and for topology 2, the following cases for CW transmission are studied.
· Case 2-2: CW is transmitted from inside the topology (i.e., intermediate UE), transmitted in UL spectrum.
· Case 2-3: CW is transmitted from outside the topology, transmitted in DL spectrum.
· Case 2-4: CW is transmitted from outside the topology, transmitted in UL spectrum.




1. [bookmark: _Toc163254174]Use the links’ spectrums listed in Table 3 for LLSs and coverage assessments of D2T2 scenarios for device 1 and device 2a (passive devices).
[bookmark: _Ref162943218]Table 3: Links’ spectrums for D2T2 scenarios
	Scenario
	D2T2-A1/A2
Case 2-2
	D2T2-B 
Case 2-3
	D2T2-B:
Case 2-4
	D2T2-C

	Assumptions
	CW2D in UL,
D2R in UL,
R2D in UL spectrum
	CW2D in DL,
D2R in DL,
R2D in UL spectrum
	CW2D in UL,
D2R in UL,
R2D in UL spectrum
	D2R in UL,
R2D in UL spectrum



3.3.2	Topology and distribution assumptions
For system-level simulations, capacity, and coexistence concerns, RAN1 needs to agree on the 2D and 3D distributions of the A-IoT devices, BSs, and CWTs for passive devices. Based on the SID [1], related to density design targets, at least the 2D distribution of the devices need to be discussed. As an initial approach, for topology 1, RAN1 can adopt BS deployment in InF (Indoor Factory) scenarios in [4] for BSs and uniform distributions of the A-IoT devices at a density of 150 devices per 100 m². The CWT distributions for the passive A-IoT devices and 2D distributions for topology 2 scenarios can be considered at a later stage.
1. [bookmark: _Toc159248902][bookmark: _Toc163254175][bookmark: _Toc159248903]For Topology 1, use the BS and A-IoTs distributions in Table 4 as the initial reference for system-level simulations, capacity, and coexistence evaluations.
· [bookmark: _Toc163254176]FFS on the other possible distributions for A-IoT devices.
1. [bookmark: _Toc159248904][bookmark: _Toc163254177]2D distributions of topology 2 is for further study.
1. [bookmark: _Toc159248905][bookmark: _Toc163254178]The distribution of CWTs is considered for further study.

[bookmark: _Ref157603195]Table 4: Assumptions 2D distributions of BS and A-IoTs
	Parameter
	Distribution

	BS deployment

	 
d


18 BSs on a square lattice with spacing D, located D/2 from the walls. [TR 38.901]

· For the small hall, we can choose the parameter D and adjust the hall size to guarantee that any A-IoT device remains within a maximum distance of 10 meters from a BS. To achieve this, we focus on the A-IoT device farthest from all surrounding BSs, particularly the one positioned in the middle of the four BSs located at the corners of a square (as indicated by the red dot in the figure). Therefore, to ensure that the distance  is less than 10 meters, the distance between the BSs, D, can be set to 14 meters. Considering 18 BSs in the hall, the hall size can be computed accordingly.
for the small hall (L=84m x W=42m): D=14m
· for the big hall (L=300m x W=150m): D=50m

	A-IoT devices
	Uniform distribution of the A-IoT devices
A-IoT device height = 1.5 m
Number of A-IoTs = Total area × density
· for the small hall = 3528 m² × 1.5 A-IoT devices/m² = 5,292 A-IoT devices
· for the big hall= 45000 m² × 1.5 A-IoT devices/m²= 67,500 A-IoT devices



3.4	Link budget calculation for coverage
3.4.1	Performance metric
RAN1#116 made the following agreements regarding performance metric for coverage evaluation:
	Agreement
MPL and distance is used as performance evaluation metric for link budget calculation.
· Note: the distance is derived from MPL and corresponding pathloss model.
· FFS: Pathloss model




Since the designed coverage targets are based on distances, the maximum transmission distances need to be calculated based on the evaluated MPLs. 
3.4.2	Link budget template
RAN1#116 made the following agreements regarding general evaluation methodology:
	Conclusion
Companies are encouraged to consider Table 3.4.2 in R1-2401735 for their contributions to RAN1#116bis regarding link budget template.




We have used the Table 3.4.2 in R1-2401735, as the starting point for performing link budget evaluations. We have also added a few more rows related to CWT to device distance, pathloss related to CWT2D link, and degraded receiver sensitivity. Our link budget spreadsheets for Alt1 methodology are also attached to this contribution. Note that the values for different parameters in the spreadsheets are just examples. Further discussion is needed in RAN1 to reach consensus on the values. 
3.4.3	Interference modeling
3.4.3.1	CW interference modeling
The following proposals are from FLS [6]. Regarding the proposal (b), we believe that the results obtained from the Rel-18 full Duplex SI cannot be directly applied to our scenario due to its differences from those considered in TR 38.858 (e.g., SBFD is TDD with a sub-band likely in the order of tens of MHz, but A-IoT is FDD, with a small bandwidth). Furthermore, we find it challenging to apply their methodology to the A-IoT scenarios given the unresolved issues and SI timeline. Hence, we favor proposal (a).
	Proposal (a):
For modelling the CW interference in coverage evaluation, down-select from the following alternatives,
· CWModel-Alt 1: 
· For CW inside topology, 
· Obtain required SINR from LLS as [2G],
· Obtain the remaining CW interference after CW interference cancellation from CW node Tx power [1A] and CW cancellation capability [2K], and based on it calculate the minimum receiver sensitivity [2L] according to the following formula,
· , where dB2lin(*) is function that converts dB to linear value.
· FFS: whether any reader implementation margin is needed and the value.
· FFS: companies to report CW cancellation capability [2K] or agreed on a value(s)
· For CW outside topology, assuming CW has no impact to the receiver sensitivity loss.
· CWModel-Alt 2: CW interference is simulated in the LLS, and the receiver sensitivity is determined by required SNR / SINR / Es/N0, noise power and implementation margin (if any)

Proposal (b):
For modelling the CW interference in coverage evaluation, down-select from the following alternatives,
· CWModel-Alt 1: 
· For CW inside topology, 
· Obtain required SINR from LLS as [2G],
· Calculate the minimum receiver sensitivity [2L] and its degradation caused by CW interference according to the approach used for R18 full duplex SI.  FFS details.
· FFS: whether any reader implementation margin is needed and the value.
· For CW outside topology, assuming CW has no impact to the receiver sensitivity loss.
CWModel-Alt 2: CW interference is simulated in the LLS, and the receiver sensitivity is determined by required SNR / SINR / Es/N0, noise power and implementation margin (if any)



We suggest considering Alt1, of proposal (a), for CW interference modeling, however the following aspects require consideration:
· How to address CW interference for link budget Alt1: considering the following parameters:
· : sensitivity without CW interference (dBm)
· : sensitivity with CW interference (dBm)
· : noise power (dBm)
· : remaining interference after CW cancellation (dBm)
· : required SNR (dB)

The remaining interference after CW cancellation, I, can be calculated as:

(dBm)=CW power (dBm)-CW cancellation capability(dB).

The sensitivity with and without CW interference can respectively calculated as:


,

by dividing the two sides, the following ratio can be obtained:

.

Therefore, the sensitivity loss caused by CW interference can be computed as follows.



· The receiver's capability for CW cancellation: Spatial isolation is a crucial factor influencing the receiver's ability to reduce CW power. This depends on the physical distance between the receiver and the CWT, as well as the potential shielding between the CWT signal and the received backscattered signal. Therefore, different values for spatial isolation may be considered depending on whether the deployment is monostatic or bistatic and whether CWT is inside or outside of the topology. Other cancellation techniques, e.g., RF IC, can also be further discussed. 

1. [bookmark: _Toc163254179][bookmark: OLE_LINK19]Different values for spatial isolation/CW cancellation should be considered depending on whether the deployment is monostatic (T1D1-A2, T2D2-A2) or bistatic and whether CWT is inside or outside of the topology (T1D1-A1/B, T2D2-A1/B).
1. [bookmark: _Toc163254180]For CW interference modeling, CWModel-Alt 1 in Proposal (a) in FLS [6] can be a starting point. 
In our evaluations, as examples, we have considered no interference for the bistatic cases (T1D1-A1/B, T2D2-A1/B) and respectively 140 dB, 120 dB CW cancellation capability for the reader in the bistatic case T1D1-A2 and T2D2-A2. Further discussion of cancellation capability is needed in RAN1. 
3.4.4	Pathloss model
RAN1#116 made the following agreements regarding pathloss model for coverage evaluation:
	Agreement
The following pathloss model is used in the coverage evaluation. 
· For D1T1, 
· InF-DH defined in TR38.901 is used. 
· Decide which of the following is used for each link,
· NLOS
· LOS
· FFS: InF-SH
· For D2T2, down-select from the following path loss models
· InF-DL defined in TR38.901 where the BS path loss model is reused for intermediate-UE with antenna height of 1.5m
· InH-Office model defined in TR38.901, (a.k.a, InH_B in Report ITU-R M.2412-0) where the BS path loss model is reused for intermediate-UE with antenna height of 1.5m
· Decide which of the following is used for each link,
· NLOS
· LOS




Since the path loss model of CWT2D can also significantly impact the coverage evaluation of the PDRCH, we recommend identifying the path loss model for different links. Depending on the deployment of CWT inside or outside of the topology, LOS (Line of Sight) and NLOS (Non-Line of Sight) scenarios should be considered. For CWT deployed inside the topology, NLOS can be considered for all links, whereas for CWT deployed outside of the topology, we suggest considering LOS for the CWT2D link.
Considering the high density of A-IoT devices, we believe that Dense scenarios may be more relevant and can serve as the baseline for the study.
1. [bookmark: _Toc163254181]RAN1 consider the following pathloss model:
· [bookmark: _Toc163254182]T1D1: CWT inside the topology: InF-DH, NLOS for all links
· [bookmark: _Toc163254183]T1D1: CWT outside the topology: InF-DH, NLOS for PRDCH, PDRCH, and both NLOS and LOS for CWT2D
· [bookmark: _Toc163254184]T2D2: CWT inside the topology: InF-DL, NLOS for all links
· [bookmark: _Toc163254185]T2D2: CWT outside the topology: InF-DL, NLOS for PRDCH, PDRCH, and both NLOS and LOS for CWT2D

3.5	Link-level simulation assumptions 
3.5.1	Link-level simulation methodology
3.5.1.1	Sampling frequency offset (SFO) and timing error modeling
We suggest using the values listed in Table 5 and Table 6 respectively for the PRDCH and PDRCH links.
[bookmark: _Ref163217444]Table 5: SFO, sampling rate, timing drifted error, CFO, frequency drift, and frequency drifted error for PRDCH
	Device
	Rx architecture
	SFO (Fe)Note 1 
(clock generator)
	Sampling rate
[MHz or Msps]
	Timing drifted error (ΔT)Note 2 
	CFONote 3, 4 
(LO max frequency error)
	Frequency drift (F’)
	Frequency drifted error (ΔF)Note 5  

	1
	RF-ED
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	> 2*BWOOK
	ΔT = ±Fe * T
	N.A.
	N.A.
	N.A.

	2a
	RF-ED
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	> 2*BWOOK
	ΔT = ±Fe * T
	N.A.
	N.A.
	N.A.

	
	ZIF/IF-ED
(LO/FLL)
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	> 2*BWOOK
	ΔT = ±Fe * T
	Initial: 1e4~1e5 * 1e1 ppm
Post-sync: 20 ppm
	FFS
	ΔF = ±F' * T1

	2b
	RF-ED
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	> 2*BWOOK
	ΔT = ±Fe * T
	N.A.
	N.A.
	N.A.

	
	ZIF/IF-ED
(LO/PLL)
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	> 2*BWOOK
	ΔT = ±Fe * T
	Initial: 1e4~1e5 * 1e0 ppm
Post-sync: 20 ppm
	FFS
	ΔF = ±F' * T1

	Note 1: The initial errors assume RC/LC/ring oscillators.  For Xtal, the error can be much lower (1e1 to 1e2 ppm). 
Note 2: The relationship between the SFO (Fe) and corresponding timing drift (ΔT) over a time(T) is ΔT = ±Fe * T.
Note 3: For LO/FLL, total error is RC/LC oscillator * FLL error = 1e4~1e5 ppm * 1e1. For Xtal, error = 1e1~1e2 ppm * 1e1. 
Note 4: For LO/PLL, total error is RC/LC oscillator * PLL error = 1e4~1e5 ppm * 1e0 (PLL error can be considered negligible). For Xtal, error = 1e1~1e2 ppm * 1e0.
Note 5: The relationship between a drifted frequency error(ΔF), frequency drift ( F') over a time (T) is ΔF = ±F' * T



[bookmark: _Ref163217447]Table 6: SFO, sampling rate, timing drifted error, CFO, frequency drift, and frequency drifted error for PDRCH
	Device
	Tx architecture
	Clock error (Fe)Note 1 
(clock generator)
	Frequency error
	Timing drifted error (ΔT)Note 2 
	Frequency drift (F’)
	Frequency drifted error (ΔF)Note 3  
	CFO@CWT

	1
	Backscattering
(with small frequency shift)
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	ΔF = ±Fe * fBB
	ΔT = ±Fe * T
	FFS
	ΔF = ±F' * T
	±100 Hz

	2a
	Backscattering
(with small frequency shift)
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	ΔF = ±Fe * fBB
	ΔT = ±Fe * T
	FFS
	ΔF = ±F' * T
	±100 Hz

	
	Backscattering
(with large FDD frequency shift)
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	ΔF = ±Fe * fFS
	ΔT = ±Fe * T
	FFS
	ΔF = ±F' * T
	±100 Hz

	2b
	Active transmission
	Initial: 1e4~1e5 ppm
Post-sync: 20 ppm
	ΔF = ±Fe * fC
	ΔT = ±Fe * T
	FFS
	ΔF = ±F' * T
	N.A.

	Note 1: The initial errors assume RC/LC/ring oscillators. For Xtal, the error can be much lower (1e1 to 1e2 ppm). 
Note 2: The relationship between the SFO (Fe) and corresponding timing drift (ΔT) over a time(T) is ΔT = ±Fe * T.
Note 3: The relationship between a drifted frequency error(ΔF), frequency drift ( F') over a time (T) is ΔF = ±F' * T



3.5.1.2	Modeling of carrier-wave interference
We favor considering the impact of CW interference in the link budget, as described in section 3.4.3, rather than in the LLS.
3.5.1.3	Channel modeling of backscatter link
The channel modeling of the PDRCH was discussed in RAN1#116, and the following proposal has been documented in FLS. We support the proposal to consider channel modeling of PDRCH independently from the CWT2D link. The corresponding TDL model is discussed in section 3.5.2.
	Proposal:
In the link level simulation, TDL channel model for backscatter link independent of carrier wave link is as the baseline.
· FFS: which TDL model is used.




1. [bookmark: _Toc163254186]Consider channel modeling of PDRCH independently from the CWT2D link.
1. [bookmark: _Toc163254187]For the cases CWT inside topology consider TDL-A for all the links. For CWT outside of topology consider TDL-A for PRDCH and PDRCH; TDL-D and TDL-A for CW2D. 

3.5.2	Link-level simulation assumptions
The agreements from RAN1#116 meeting and agenda item 9.4.2.1, relevant for LLSs can be summarized as follows:
	· Waveform
· For PRDCH, the study includes at least OFDM-based waveform.
· FFS: how to handle CP, other characteristics (CP-OFDM, DFT-s-OFDM, etc.) that are transparent to the device
· Modulation
· For PRDCH, for OFDM waveform, OOK-1 and OOK-M are studied, starting from the definitions in TR 38.869 (LP-WUS).
· For PDRCH, no agreement reached because companies could not agree whether FSK should be studied with same priority as OOK and BPSK
· Coding
· For PRDCH, the following line codes will be studied: Manchester encoding and pulse-interval encoding (PIE)
· For PRDCH, no forward-error-correction (FEC) code is studied as baseline (evaluations are compared to this baseline).
· CRC
· Study assumes use of CRC for both PRDCH, and PDRCH,.
· FFS: generator polynomial(s), potential cases with no CRC, potential association with message size



Based on these agreements, we propose the assumptions outlined in Table 7 and Table 8 as the initial framework for performing LLSs. General assumptions are listed in Table 7, and the channel-specific assumptions are listed in Table 8.
[bookmark: _Ref162966154]Table 7: General assumptions for LLSs.
	General assumptions
	D1T1
	D2T2

	Carrier frequency
	900 MHz (n8)
	900 MHz (n8)

	SCS
	15 kHz
	15 kHz

	# of antenna elements for Reader (BS)
	[2 or 4 antenna elements, with (M,N,P,Mg,Ng) = (1,1,2,1,1) or (M,N,P,Mg,Ng) = (2,1,2,1,1)]
	N/A

	# of TxRUs for Reader (BS)
	[2 or 4]
	N/A

	# of antenna elements for Reader (Intermediate node UE)
	N/A
	[1 or 2 or 4]

	# of TxRUs for Reader 
(Intermediate node UE)
	N/A
	[1 or 2 or 4]

	# of A-IoT Device TX chains
	1
	1

	# of A-IoT Device RX chains
	1
	1

	Delay spread
	300 ns
[30 ns, 100 ns]
	300 ns
[30 ns, 100 ns]

	UE velocity
	3 km/h
	3 km/h

	Channel model #2
	AWGN
	AWGN



[bookmark: _Ref162966128]Table 8: Channel-specific assumptions for LLSs.
	Channel-specific parameters
	PRDCH 
	PDRCH

	BW
	At least 180 kHz (1 PRB) [optional= 2, 4, 6 PRBs]
	At least 180 kHz (1 PRB) 
[optional= 2, 4, 6 PRBs]

	Performance target
	10% BLER
	10% BLER

	Waveform
	OFDM-based
	

	Modulation
	OOK-1, OOK-4
	[OOK, FSK, GFSK, BPSK] 
(Depending on the outcome in AI 9.4.2.1)

	Payload (reference data rate/message size)
	0.1 kbps/ FFS on DL message size 
	0.1 kbps/ 500 bits

	Line code
	Manchester or PIE
	[Manchester, Miller or FM0] 
(Depending on the outcome in AI 9.4.2.1)

	FEC
	No FEC as baseline
	[CC or No FEC] (Depending on the outcome in AI 9.4.2.1)

	ADC
	1 bit for Device 1
4 bits for Device 2

	-

	Filter BW
	[20 or 35 MHz for n8] 
	-



1. [bookmark: _Toc163254188]Use the assumptions outlined in Table 7 and Table 8 as the initial framework for performing LLSs.

3.6	Others
3.6.1	System-level evaluation and numerical analysis
For the system parameter, the following aspects need to be considered:
· CWT transmit power, topology, and deployment: the CWT transmit power may be one which needs discussion in RAN1 as the CWT is one co-channel interference source impacting the reception of the UL A-IoT signal. In our opinion, as the CWT role is to illuminate the A-IoT device, and traditionally it is assumed 1 UE active per cell, so at least the CWT in different cell should be operating at the same time to illuminate the A-IoT UE so the A-IoT UE is active. As such, it should be discussed what is the CWT node density and how CWT node come into play on the deployment scenario. One possible scheme is that CWT node distribution has a similar deployment as the BS in chapter 2.1.3; Possibly with an offset for bi-static case, so CWT nodes will not be co-located with the BS locations. However, there is no limit on how many cells one CWT node can cover and therefore, the CWT range will be limited by the CWT transmission power and the interference level tolerated by the nearest victim BS. 
· Different A-IoT device types within a cell/carrier/band: RAN1 needs to discuss whether it is necessary to consider scenarios in which multiple A-IoT devices are supported on the same cell, carrier, or band (e.g., 25% device type A+ and 75% device type B). It would be beneficial to propose clarification to prevent different companies from having varying understandings.
· Deployment modes: RAN 1 needs to identify and discuss aspects related to in-band, standalone. and guard band deployment modes.

3.6.2	Evaluation results
We performed the link budget evaluation using Alt1, with the receiver sensitivity provided in Table 1. The link budget spreadsheets are attached with this contribution. Note that the values for different parameters in the spreadsheets are just examples. Further discussion is needed in RAN1 to reach consensus on the values. 
We have considered, as examples, no interference for the bistatic cases (T1D1-A1/B) and 140 dB CW cancellation capability for the reader in the bistatic case (T1D1-A2). For passive devices, we have set the CWT to D distance, , and calculated the received power to the device as outlined in section 3.1.2. When and CW2D is in the UL spectrum (cases 1-2 and 1-4), the received signal power, as reported in Table 9, is lower than the harvesting activation threshold (-24 dBm) of the device.
Therefore, the distance of 10m is not a feasible target for RF EH for cases 1-2 and 1-4.
[bookmark: _Ref163210256]Table 9: Received signal power at the A-IoT device 1, for m.
	Scenario
	T1D1-A1
Case 1-1
	T1D1-A2
Case 1-2
	T1D1-A1
Case 1-2
	T1D1-A2
Case 1-1
	T1D1-B
Case 1-4

	
	-21.6
	--34.6
	-21.6
	-34.6
	-34.6



For further details on our link budget evaluation assumptions, please refer to the attached spreadsheets. Our coverage assessment results in terms of MPL and distance are shown in Table 10 to Table 13. In our evaluations for passive devices, we have considered . As it is shown, for passive devices with CW2D in the UL spectrum, the coverage of PDRCH is smaller compared to having CW2D in the DL spectrum. We have also identified scenarios where the coverage distance is less than 10m for these cases.
[bookmark: _Ref163238850]Table 10: Coverage evaluation results for D1T1 deployment, passive devices, CWT to D distance=5m.
	Passive Device
	Metric 
	D1T1-A1
	D1T1-A2
	D1T1-B

	
	
	Case 1-1
	Case 1-2
	Case 1-1
	Case 1-2
	Case 1-4

	
	
	PRDCH
	PDRCH
	PRDCH
	PDRCH
	PRDCH
	PDRCH
	PRDCH
	PDRCH
	PRDCH
	PDRCH

	Device 1
	MPL
	57.2
	65.3
	57.2
	55.3
	57.2
	60.9
	57.2
	52.5
	57.2
	55.3

	Device 1
	Distance
	13.1
	30.7
	13.1
	10.7
	13.1
	19.3
	13.1
	8.0
	13.1
	10.7

	Device 2a
	MPL
	77.5
	91.6
	77.5
	81.6
	77.5
	87.2
	77.5
	78.9
	77.5
	81.6

	Device 2a
	Distance
	111.1
	488.3
	111.1
	170.6
	111.1
	307.3
	111.1
	127.9
	111.1
	170.6



Table 11: Coverage evaluation results for D1T1 deployment, Device 2b.
	Active Device
	Metric
	D1T1-C

	
	
	Active UL transmission

	
	
	PRDCH
	PDRCH

	Device 2b
	MPL
	107.2
	69.3

	Device 2b
	Distance
	2518.5
	46.8





Table 12: Coverage evaluation results for D2T2 deployment, passive devices, CWT to D distance=5m.
	Passive Device
	Metric
	D2T2-A1
	D2T2-A2
	D2T2-B

	
	
	Case 2-2
	Case 2-2
	Case 2-3
	Case 2-4

	
	
	PRDCH
	PDRCH
	PRDCH
	PDRCH
	PRDCH
	PDRCH
	PRDCH
	PDRCH

	Device 1
	MPL
	44.0
	43.2
	44.0
	25.7
	44.0
	53.2
	44.0
	43.2

	Device 1
	Distance
	2.9
	2.7
	2.9
	0.6
	2.9
	6.7
	2.9
	2.7

	Device 2a
	MPL
	64.0
	69.2
	64.0
	51.7
	64.0
	79.2
	64.0
	69.2

	Device 2a
	Distance
	19.8
	27.7
	19.8
	9.0
	19.8
	52.8
	19.8
	27.7



[bookmark: _Ref163238854]Table 13: Coverage evaluation results for D2T2 deployment, Device 2b.
	Active Device
	Metric
	D1T1-C

	
	
	Active UL transmission

	
	
	PRDCH
	PDRCH

	Device 2b
	MPL
	94
	69.1

	Device 2b
	Distance
	137.3
	27.6



[bookmark: _Toc163254156]Based on our coverage evaluation results, the coverage distance is less than 10 m for the following cases:
· [bookmark: _Toc163254157]Device1: (D1T1-A2, case 1-2, PDRCH), (D2T2 for all cases, PRDCH and PDRCH),
· [bookmark: _Toc163254158]Device 2a: (D2T2-A2, case 2-2, PDRCH).

3.7	LS to RAN4
In SID [1] objective, the coexisting aspect is written for evaluation assumptions of deployment scenarios for both RAN1 and RAN4 as below:
1. Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
Also, there is specific RAN4 objective:
· RAN4-led:
· Coexistence study of Ambient IoT and NR/LTE.
Our understanding is that RAN1 needs to define the deployments scenarios and system parameter when applicable. RAN4 could further define the scope of the coexisting according to the RAN4 objective. The system simulation scenario and key system parameters in Section 3 can be a starting point to discuss the deployment scenarios both for coverage and coexisting evaluation. In our understanding, RAN1 needs to simulate the coverage aspect while RAN4 focus on the coexisting with NR/LTE and other A-IoT (including multiple A-IoT devices, CWT, and BSs as readers) in other channels. 
[bookmark: _Toc159248893][bookmark: _Toc163254159]RAN1 focuses on defining the deployment scenarios and identifying the key system parameters. 
1. [bookmark: _Toc159248920][bookmark: _Toc163254189]If RAN1 reaches consensus, send an LS to RAN4 with basic evaluation assumptions.
4	Conclusion
In the previous sections we made the following observations: 
Observation 1	Based on the RAN plenary outcome [8], the study of the energy harvesting signal/waveform is outside the scope of the SI in Rel-19.
Observation 2	Based on our coverage evaluation results, the coverage distance is less than 10 m for the following cases:
	Device1: (D1T1-A2, case 1-2, PDRCH), (D2T2 for all cases, PRDCH and PDRCH),
	Device 2a: (D2T2-A2, case 2-2, PDRCH).
Observation 3	RAN1 focuses on defining the deployment scenarios and identifying the key system parameters.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Use the values recommended in Table 1 as the receiver sensitivity in the link budget evaluation Alt1.
Proposal 2	For the Alt2 link budget evaluation the receiver sensitivity can be calculated as:
Receiver sensitivity= Required SNR + Noise power,
where Noise power= NF + thermal noise + lin2dB(BW).
Proposal 3	To ensure comparability of results across different companies, consider fixing the distance between the CWT and the A-IoT device.
Proposal 4	The assessment of the EH link can be excluded from the link budget evaluations.
Proposal 5	Definition of the latency is as follows:
· For inventory use case: The time interval between the time that the inventory request is sent from BS/intermediate UE to a A-IoT device and the time that the inventory report is received at BS/intermediate UE from the A-IoT device.
· For command use case: The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the data command is received at a A-IoT device.
· Processing delay at the BS/intermediate UE and A-IoT device is included in the calculation of latency.
· FFS other components till RAN2 agrees on the message flow between BS/intermediate UE and the A-IoT device.
· Note: the latency definition is for a A-IoT device.
· Note: Time for energy harvesting is not included in the definition of latency.
Proposal 6	Use the links’ spectrums listed in Table 2 for LLSs and coverage assessments of D1T1 scenarios for device 1 and device 2a (passive devices).
Proposal 7	Use the links’ spectrums listed in Table 3 for LLSs and coverage assessments of D2T2 scenarios for device 1 and device 2a (passive devices).
Proposal 8	For Topology 1, use the BS and A-IoTs distributions in Table 4 as the initial reference for system-level simulations, capacity, and coexistence evaluations.
· FFS on the other possible distributions for A-IoT devices.
Proposal 9	2D distributions of topology 2 is for further study.
Proposal 10	The distribution of CWTs is considered for further study.
Proposal 11	Different values for spatial isolation/CW cancellation should be considered depending on whether the deployment is monostatic (T1D1-A2, T2D2-A2) or bistatic and whether CWT is inside or outside of the topology (T1D1-A1/B, T2D2-A1/B).
Proposal 12	For CW interference modeling, CWModel-Alt 1 in Proposal (a) in FLS [6] can be a starting point.
Proposal 13	RAN1 consider the following pathloss model:
· T1D1: CWT inside the topology: InF-DH, NLOS for all links
· T1D1: CWT outside the topology: InF-DH, NLOS for PRDCH, PDRCH, and both NLOS and LOS for CWT2D
· T2D2: CWT inside the topology: InF-DL, NLOS for all links
· T2D2: CWT outside the topology: InF-DL, NLOS for PRDCH, PDRCH, and both NLOS and LOS for CWT2D
Proposal 14	Consider channel modeling of PDRCH independently from the CWT2D link.
Proposal 15	For the cases CWT inside topology consider TDL-A for all the links. For CWT outside of topology consider TDL-A for PRDCH and PDRCH; TDL-D and TDL-A for CW2D.
Proposal 16	Use the assumptions outlined in Table 7 and Table 8 as the initial framework for performing LLSs.
Proposal 17	If RAN1 reaches consensus, send an LS to RAN4 with basic evaluation assumptions.
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