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Introduction
[bookmark: _Hlk111120272]In RAN#116 meeting, the following agreements, conclusions, and working assumptions were adopted regarding AI/ML based CSI Compression . 
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	[bookmark: _Int_WP9wUqw4]Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
[bookmark: _Int_SNnTE1c0]Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.
Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.
Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:
· Performance of the localized model that has similar or lower complexity as the benchmark model.
· Model complexity of the localized model that achieves similar or better performance as the benchmark model.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· [bookmark: _Int_LbRTQzGf]Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· [bookmark: _Int_Rkry87Xi][bookmark: _Int_L9SdibuP][bookmark: _Int_Sf6qG8bm][bookmark: _Int_eOChK28D]CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· [bookmark: _Int_W0KDOlC4][bookmark: _Int_UHTssUOT][bookmark: _Int_sxM7eV9b][bookmark: _Int_PkqLfhAT][bookmark: _Int_EMnxcVcq][bookmark: _Int_oEBvPjTf]For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· [bookmark: _Int_YDYagFY9]For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.

Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· [bookmark: _Int_yAWOyZhb][bookmark: _Int_hnAMlOhc]Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· [bookmark: _Int_vKwSKY3c][bookmark: _Int_IhPE501e]Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· [bookmark: _Int_14J0l8HE]Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· [bookmark: _Int_yT5TqhKh][bookmark: _Int_Mc03MAmd][bookmark: _Int_QUAFiVah][bookmark: _Int_RzIwv8wl][bookmark: _Int_7CuhClwS]Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· [bookmark: _Int_ENIkiPzM][bookmark: _Int_ELILzFsa]E.g., Dropped in a specific cell or within a specific boundary.
· [bookmark: _Int_dKn3IGbw]Option 2: By using a scenario/configuration specific to the local region. 
· [bookmark: _Int_bSKNjy1f][bookmark: _Int_veOIhlsG]E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.
Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· [bookmark: _Int_5ghzNu8x]adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· [bookmark: _Int_wtkwzHlF][bookmark: _Int_DFt6SyLP][bookmark: _Int_6VDM8FKL]Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· [bookmark: _Int_2AVhXVg8][bookmark: _Int_yC09nwfV]Interoperability and RAN4 / testing related aspects.
· Feasibility.
[bookmark: _Hlk510705081]Discussion
2.1 Evaluation
In the previous meeting of RAN1, there was an agreement to classify the AI/ML based CSI compression use-case into six different sub-categories. 
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



I-A) AI/ML based Spatial-Temporal-Frequency based CSI compression
[bookmark: _Int_4Ew08FX2]Consider extending the compression dimnension along temporal domain, i.e. spatial-temporal-frequency (STF)domain-based CSI compression.  The AI/ML based STF CSI compression can learn the temporal correlation of the channels along with the existing spatial-frequency domain. This can be done according to the instances of CSI for channel measurements.  It can be attributed to the fact that CSI resources are correlated. The CSI instances are processed together to obtain a latent feature vector which incorporates the correlation among all the dimensions.
For this use-case, we assume that the AI/ML based CSI feedback only involves information of past slots and i.e. there is no prediction involved. The CSI feedback forslots can be reported back in a single report or in multiple subsequent CSI reports according to requirement. 
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							Fig 2: Illustration of AI/ML based STF domain CSI compression
Fig 2 depicts an illustration of an AI/ML based spatial-temporal-frequency based CSI compression. The CSI instances after pre-processing are taken together to be the input of the model. This instance can be applicable for scenario where the user velocity is presumed to be very low, and channel remains constant for a larger window. The number of CSI resources to be considered and the impact of doppler can be considered for evaluating the performance of STF based CSI compression.
In our simulation, we incorporated an LSTM network to capture the temporal dependency in the data. In our understanding the different sub-use cases (Case-1, Case-2 and Case-4) were divided based on the location of the temporal module in the model. It can be located at either the CSI generation side or at the CSI reconstruction side or at both the locations to capture the dependency. The LSTM module is attached on top of the existing spatial-frequency CSI compression architecture.
Observation: Case-0 based can be presumed to be the use case without any temporal dependencies at the UE and NW side. Case-2 can be presumed to be the case with temporal dependencies at both UE side and the NW side. Therefore, these two use cases can be assumed to be the lower and upper bound for comparing the performance of spatial-temporal-frequency based CSI compression without prediction.
In terms of performance, we computed the average cosine similarity of thereconstructed CSI samples at the CSI reconstruction part to measure the inference performance of the model.
								
[bookmark: _Int_oEt4dZF5]Observation: In case of Case-1, Case-2 and Case-5, the current slot is compressed/ reconstructed with the effect of past CSI at either UE side or NW side. In order to compare performance companies are encouraged to report the system and model parameters.
[bookmark: _Int_40tYacNI]Proposal-1: Companies to report the number of instances which can be considered to be batch input for temporal compression of CSI.
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Observation: In our simulation, it was observed that the performance metric of Case-1, Case-2 and Case-5 based CSI compression didn’t vary significantly. 
Proposal-2: Consider the effect of CSI periodicity for a given UE speed while considering the batches of CSI input to the model for AI/ML based SFT-CSI compression.
I-B) AI/ML based CSI Compression plus Prediction 
[bookmark: _Int_emO3lrVZ]	In high mobility scenarios, due to delay in feeding back the channel parameters CSI reported back becomes outdated and therefore resulting in poor performance. In this case, a solution of combing AI/ML based CSI compression and CSI prediction can be considered. The idea is there exists a compression module followed by a prediction module or the other way around depending on what kind of output needs to be available at the NW side. The CSI prediction and CSI compression models can be mathematically expressed as, 
								
represents the predicted CSI by the AI/ML model for the historic CSI measurements. The model is and trained for the input data and performs prediction for a future time instant. 
								
The CSI compression module compresses the predicted CSI value and reconstructs it at the NW side to output . The joint CSI compression and prediction module can be trained by using the loss function between the output of the UE side CSI prediction model and the NW side CSI reconstruction model.
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 			Fig 3: Illustration of AI/ML based Joint CSI compression and prediction using UE side prediction 
         								
The objective of AI/ML model training is to find a set of model parameters that minimize the loss across the whole dataset as . 
In this case of joint prediction and compression there are two-scenarios:
Case A) UE side: AI/ML CSI Prediction + AI/ML CSI encoder; NW side: AI/ML CSI decoder 
					UE performs CSI prediction using AI/ML based CSI prediction model and gives the prediction output as input to the AI/ML based encoder model. The output of the AI/ML encoder model is feedback to the NW using uplink resources and is reconstructed using AI/ML decoder model.
Case B) UE side: AI/ML CSI encoder;	 NW side: AI/ML CSI decoder + AI/ML CSI Prediction
				UE performs AI/ML based CSI compression for the inputs and feedback the output of the AI/ML encoder model to the NW side for the NW side decoder model. The NW side decoder model reconstructs and gives the output to the AI/ML CSI prediction model. 
Proposal-3: In case of Case-3 and Case-4 based CSI compression, study the effects of having a separate prediction module versus compression plus prediction module at the UE side.
2.2 Inter-vendor training collaborations
In the last meeting, the following agreement was reached with regards to solve the inter-training collaboration problems,
Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
The above agreement aims to keep a standardized model/ data framework such that multi-vendor confusion/ interoperability complexity can be avoided. In the case of an AI/ML model for CSI compression the following entities are present in every model: encoder model, decoder model and the latent vector. 
In most cases, the CSI generation part is standardized. This may be because of how the model can be used for reconstructing payloads from various CSI generation models at the UE side. This can also be thought of finding the significance whether the CSI generation model or the CSI reconstruction model is essential in the process. If the CSI encoder model is the main part in the compression process, the CSI decoder model can be a simple yet effective approximation to reconstruct the CSI.
Proposal-4: In case of standardized model, down-selection on which part of the model is to be needed. The decoder is expected to be started with for model standardization. 
In the case of option 1, there may be a concern that the standardized model may be complex for a particular vendor. In that case, there can be a sub-division of classifying models under like the floating-point precision accuracy of the model parameters. It can ensure that the same model is being deployed with different precision with varying performance.
Proposal-5: Consider the possibility of using model-ID based standardized model for the same architecture with different configurations. 
 In option 2, dataset is said to be standardized. A common pre-processing technique can ensure that the transformed data is of the same domain for all the training scenarios. 
Proposal-6: Consider a common pre-processing technique to ensure standardized dataset. 
In CSI compression use-case, most architectures in literature are either CNN based or transformer based. Therefore, we have a clear idea of what kind of architecture needs to be selected. In the case of a reference model structure, the number of convolution layers, the number of filters, the number of residual layers needs to be analyzed before standardizing. In parameter exchange between NW side and UE side, the training type must be fixed along with it. 
The model is initially identified and selected initially from a family of models. Finally, the model parameters are transferred from the selected model. This can be applicable for Type-2 sequential training. 
Proposal-7: The model parameter exchange between the UE side and the NW side should be specified after the model identification and selection process. 
In option-4, standardized data along with dataset exchange has been agreed. This can be suitable for AI/ML based Type-3 training of models. There needs to be a clear distinction between UE-first training and NW-first training.  
Proposal-8: Consider using model ID based identification for ensuring proper training between UE sided model and NW sided model
Proposal-9:  Model pairing procedure to be performed before inference operation, with the assistance of UE capability report information to ensure NW sided model can avoid any model mismatch.
Sharing meta information with respect to the model like the quantisation information, codebook information can be useful in assisting the other side for building an effective model. 
Proposal-10: In case of improving inter-vendor collaboration, store the additional information of an NW-sided model like vector-quantisation codebook name or its properties (size, feature length). 
Proposal-11:  In case of Type-III UE first raining, train the CSI reconstruction model with the knowledge of UE specific codebook. 
	
Conclusion
The following observation proposals are made in this contribution: 
Observation: Case-0 based can be presumed to be the use case without any temporal dependencies at the UE and NW side. Case-2 can be presumed to be the case with temporal dependencies at both UE side and the NW side. Therefore, these two use cases can be assumed to be the lower and upper bound for comparing the performance of spatial-temporal-frequency based CSI compression without prediction.
Observation: In case of Case-1, Case-2 and Case-5, the current slot is compressed/ reconstructed with the effect of past CSI at either UE side or NW side. To compare performance companies are encouraged to report the system and model parameters.
Proposal-1: Companies to report the number of instances which can be batch input for temporal compression of CSI.
Proposal-2: Consider the effect of CSI periodicity for a given UE speed while considering the batches of CSI input to the model for AI/ML based SFT-CSI compression.
Proposal-3: In case of Case-3 and Case-4 based CSI compression, study the effects of having a separate prediction module versus compression plus prediction module at the UE side.
Proposal-4: In case of standardized model, down-selection on which part of the model is to be needed. The decoder is expected to be started with for model standardization. 
Proposal-5: Consider the possibility of using model-ID based standardized model for the same architecture with different configurations.
Proposal-6: Consider a common pre-processing technique to ensure standardized dataset.
Proposal-7: The model parameter exchange between the UE side and the NW side should be specified after the model identification and selection process. 
Proposal-8: Consider using model ID based identification for ensuring proper training between UE sided model and NW sided model
Proposal-9:  Model pairing procedure to be performed before inference operation, with the assistance of UE capability report information to ensure NW sided model can avoid any model mismatch.
Proposal-10: In case of improving inter-vendor collaboration, store the additional information of an NW-sided model like vector-quantisation codebook name or its properties (size, feature length). 
Proposal-11:  In case of Type-III UE first training, train the CSI reconstruction model with the knowledge of UE specific codebook. 
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