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[bookmark: OLE_LINK1]Introduction
According to the approved WID for AI/ML based NR air interface[1], RAN1 discussion for the specification support of beam management for NR air interface was started in RAN1#116 under Rel-19 phase. Based on the discussion in RAN1#116, RAN1 made the following agreements for the AI/ML beam management.
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 

Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.

Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed

Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point


In this contribution, we discuss the technical issues and the related impacts of specifications on AI/ML beam management for the NR air interface and provide our view.
[bookmark: OLE_LINK45][bookmark: OLE_LINK46]Beam management with AI/ML
According to Rel-19 AI/ML WID [1], both spatial-domain beam prediction and Temporal DL Tx beam prediction schemes should be specified for both UE-sided model and NW-sided model. In the following sections, we will describe the technical issues related to supporting spatial-domain and temporal DL Tx beam prediction methods in standards, related signaling, and discussions necessary for performing Life Cycle and Management (LCM) operations.
[bookmark: _Toc423020280][bookmark: _Ref37339923]Data Collection for training
NW side model
[bookmark: _Hlk163045238]In RAN1#116, it was discussed that for NW-sided model, for data collection for training, at least for BM-Case1, whether/how to support a report via a UE. The potential options for the contents on data collection for NW side model was discussed as following [2]:
· Opt 1: L1-RSRPs from the resource for Set A of beams 
· FFS on whether/how the corresponding beam information needs to be reported or not.
· FFS on report all or a subset of L1-RSRPs from the resource for Set A of beams, at least including data selection, data omission
· E.g. L1-RSRP(s) of K beam(s) that have the highest L1-RSRP
· E.g., L1-RSRP(s) higher than a threshold  
· Opt 2: L1-RSRPs from the resource for Set B of beams, and beam information for Top 1 (FFS: Top K) beam(s) among Set A of beams
· Where Set A of beams and Set B of beams is different or Set B is a subset of Set A 
· FFS on whether/how the corresponding beam information of L1-RSRPs needs to be reported or not.
· FFS on report all or a subset of L1-RSRPs from the resource for Set B of beams, at least including data selection, data omission
· E.g. L1-RSRP(s) of K beam(s) that have the highest L1-RSRP
· E.g., L1-RSRP(s) higher than a threshold  
· Opt 3: combination of Opt 1 and Opt 2
Option 1 involves reporting the L1-RSRP for all or some of the beams in Set A. In this scenario, beam information (e.g., beam IDs) seems not to be essentially required, thereby potentially reducing their overhead. If only a subset of the L1-RSRPs is reported, it is possible to selectively send those that have the highest L1-RSRP values for K beams or those exceeding a certain threshold. Such a reporting method can be configured in the UE by the indication of the base station.
Option 2 involves reporting the L1-RSRP values for the beams in Set B, which are used as input values for the model, along with the information for the Top-1 (Top-K) beam in Set A, which corresponds to the model's output. Here, Set B can either be a subset of Set A or different from it. Therefore, we believe that the beam information related to the reported L1-RSRPs needs to be reported to the base station, in order to clarify the relationship between the reported L1-RSRPs and a set of beams. Similarly to Option 1, we think that a process for data selection/omission may be necessary to control excessive beam reporting as a means to report L1-RSRP values for all beams within Set B.
Option 3 has not been clearly discussed yet and seems to require further discussion to determine whether it is a viable option that can be selectively utilized. It's believed that an initial discussion is necessary to explore its applicability and clarity.
Additionally, in the last meeting, it was agreed upon to include more than 4 beam-related information in L1 signaling for inference for NW sided model. Similarly, it seems natural that the same proposal would apply for training purposes.
Proposal 1: Regarding data collection for NW-side AI/ML model, support the report of more than 4 beam related information similar with that of inference
Proposal 2: It is proposed that both Option 1 and Option 2 can be considered for the contents on data collection for NW side model training. FFS on further down-selection and data selection.
As a signaling container for data collection for training, considering signaling overhead and latency requirements, higher layer signaling (e.g., MAC-CE, RRC) appears appropriate. Therefore, higher layer signaling should fundamentally be considered as a container for the above purpose. Additionally, the L1 reporting method used for inference is also expected to be recyclable in this context.
Proposal 3: For NW-side model data collection for training, it is proposed to at least support the higher layer signaling to convey data collection contents 
For the NW-side model, the output of model inference will be used for beam indication. In the last meeting, RAN1 agreed to use a unified TCI state framework for the purpose of beam indication. In existing specifications, the TCI state can indicate a beam for only one time instance. However, for AI/ML models, it is crucial to reliably provide TCI state information for at least 4 or more instances. Additionally, BM-Case2 requires the provision of TCI state information for multiple future time instances in a single reporting instance.
We believe that the number of beam-related information reported in a single reporting instance depends at least on the size of that report content. Therefore, after concluding the discussion on which report content is supported, we propose determining the number of possible beam-related information by referencing the size of that content and the capacity of the possible container.
Proposal 4: It is proposed to determine the number of possible beam-related information by referencing the size of that content and the capacity of the possible container after concluding the discussion on which report content is supported

UE side model
In the case of the UE-side model, different operations and reporting contents will be required for each scenario such as training, inference, non-AI/ML purposes (legacy), and monitoring:
· In the non-AI/ML case, the UE reports RSRP/CRI as usual;
· For training, the UE only needs to measure and does not need to report RSRP/CRI;
· In the case of inference, the UE only measures from resources related to beams from a Set of beams and infers beams from Set A;
· For monitoring, the UE reports the calculated metrics according to the type of monitoring results.
For the training purpose, the UE may request the base station for downlink RS transmission settings and only needs to perform the measurement without reporting due to UE side model. Since the measurements based on these DL RS transmission settings do not need to be reported back to the base station, they should be distinguished and directed to the UE for purposes other than training. Specifically, since the data collection for training is conducted for the purpose of the UE-side model, it is thought necessary that the DL RS transmission settings preferred by the UE-side model are reported to the base station.
Proposal 5: It can be considered the reporting the preferred DL RS configurations for the data collection for UE side training when requesting training via UE signaling

Association/mapping/configuration of set A/B beams
Fundamentally, for at least purpose of training data collection, the relationship between Set A and Set B can be established by various methods. For example, the relationship could be interpreted as training data related if resource sets are designated for Set A and Set B respectively, and each of these resource sets is assigned a unique resource set ID. Alternatively, the relationship between Set A and Set B can be also specified through existing CSI configuration information, such as reportConfigs ID or resourceConfigs ID. Another method could involve defining a new beam-related ID/data set ID for use in the same context. Essentially, we prefer to fully utilize the current CSI framework for establishing the relationship between the beams of Set A and Set B. As mentioned above, CSI resource configurations and/or reporting configurations related to each Set can be appropriately utilized for relationship establishment.
Proposal 6: It can be firstly considered for the association of Set A/B beams to use the current CSI framework as the baseline, including CSI resource, resourceSet, reportConfig, and/or resourceConfig

Inference
Spatial-domain DL Tx beam prediction (“BM-Case1”)
To perform spatial-domain DL Tx beam prediction for BM-Case 1 based on AI/ML algorithms, it is necessary to discuss how AI/ML should be applied within the existing beam management procedures. This involves understanding the current steps in beam management, identifying where AI/ML techniques can be integrated to enhance prediction accuracy and efficiency, and determining the specific algorithms or models that are best suited for this task. The integration of AI/ML could involve using spatial channel characteristics data to train models that predict the optimal transmission beam based on various factors, such as the spatial channel characteristics, user's location, mobility patterns, and the surrounding environment. 
 [image: 텍스트, 스크린샷, 도표, 폰트이(가) 표시된 사진
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[bookmark: _Ref158911481]Figure 1. DL Tx beam prediction for both NW-sided model(left) and UE-sided model(right) (BM Case 1)
For BM-Case 1, the process is fundamentally divided into two stages: model training and model inference. In the first stage, model training, an implemented neural network (NN) gathers data (a subset of measured beam pairs) and labels (beam pair index(es) with the highest metric, e.g., L1-RSRP) to train the model. And in the second stage, model inference, only a subset of beam pairs is measured and/or reported as input to the NN then the out of the NN is the predicted best K Tx beam(s) or beam pair(s) and the corresponding performance metric.
In the model training phase, the NW sweeps all possible Tx beams (e.g., 32, 64, or 256 narrow beams or wide beams), and the UE also performs Rx beam sweeping to collect the RSRP measurements related to all beams or a subset of the optimal beam combinations. This information, including the optimal beam ID values, is gathered as training input data. In the case of NW-oriented AI/ML BM, the UE feedbacks this training input information to the NW via offline/online methods. It is necessary to discuss what kind of input information is required for model training and whether these need to be standardized. For the input information for model training, the following options can be considered:
· Opt 1: UE feedback RSRPs for all beams (full set)
· Opt 2: UE feedback RSRPs for some selected beams (e.g. sparse beams + optimal beams out of full set) and/or other side information (e.g. Device Capabilities, UE speed, Spatial Correlation, Environmental and Contextual Information)
This input information is critical for training an AI/ML model capable of predicting the optimal beam configurations for different scenarios. The need for standardization of this input data arises to ensure interoperability and consistency in how AI/ML models are trained and deployed across different networks and devices.
In the context of AI/ML model training for beam management in 5G-A NR, the process involves mapping the relationship between a set of beams within Set B and the beams in Set A. To accurately map this relationship, a variety of input information is necessary. Here’s an elaboration on the model training process, taking into account the feedback information, standardization, Lifecycle Management (LCM), and the need for reporting various types of information:
As shown in Figure 1, AI/ML model inference can be performed at either NW side or UE side across P1/P2/P3 stages in conventional BM, depending on implementation flexibility/complexity, performance gain, use case/scenarios. 
Particularly regarding BM-Case 1, the application of AI/ML for beam prediction (BP) aims to reduce the overhead associated with beam sweeping. Beam sweeping is the process by which a NW cycles© through multiple beam directions to find the best transmission path to the user equipment (UE). By applying AI/ML inference, the process can be made more efficient. Here's an elaborated discussion on the potential application of AI/ML inference across the P1, P2, and P3 stages to reduce beam sweeping overhead:
	Process
	Objective
	Description on AI/ML Application

	P1 Stage - Initial Beam Selection
	To identify a broad set of potential beams that could be suitable for communication based on wide beam measurements
	While AI/ML inference at this stage could potentially reduce the search space for wide Tx beam selection, the benefit may be limited since this is a preliminary step with less precision requirements.

	P2 Stage - Narrow Beam Refinement
	To refine the selection to a narrower set of beams with higher precision, which is critical for establishing a robust communication link
	Implementing AI/ML inference at this stage is crucial as it directly impacts the efficiency of the beamforming process. By accurately predicting which narrow beams are likely to be the best without sweeping through all possibilities, significant overhead can be saved.

	P3 Stage – Rx Beam Selection
	To identify a best Rx beam at UE side that could be suitable for better beam reception performance
	While AI/ML inference at this stage could potentially reduce the search space for Rx beam selection, the benefit may be limited due to less complexity at UE side.


Given the varying impacts of AI/ML inference at different stages, a prioritization or selection discussion is necessary.
· For P2 Stage: Due to its direct influence on reducing beam sweeping overhead, P2 should be the primary focus for AI/ML inference implementation.
· For P1 and P3 Stages: Depending on the use case or scenario, AI/ML inference can be considered for these stages to enhance efficiency further but should be weighed against the overhead reduction gained at P2.
[bookmark: _Hlk158913541][bookmark: _Hlk158913581]Observation 1: To maximize the efficiency benefits of AI/ML in beam management, particularly in reducing beam sweeping overhead, the primary focus should be on the P2 stage for narrow beam refinement. AI/ML inference can also be considered for the initial selection (P1) and Rx beam selection (P3) stages, but the decision should be informed by the relative benefits in terms of overhead reduction.
Proposal 7: It is proposed for AI/ML model inference to primarily focus on the P2 stage for narrow beam refinement. The initial selection (P1) and Rx beam selection (P3) stages can be also considered relying on the relative benefits in terms of overhead reduction and performance gain.

Temporal DL Tx beam prediction (“BM-Case2”)
The main idea of temporal DL Tx beam prediction (BM-Case 2) is to predict future optimal beams for Set A based on historical measurement results of Set B, considering the temporal evolution of the channel. The merit of temporal domain beam prediction is to avoid or reduce the frequent beam measurement, reporting and indication. Temporal beam prediction can be also operated in two phases, similar with BM-Case1. During training phase, multiple sequential measurements in time domain are collected as inputs to the NN(Neural Network). Afterwards, with the inputs of the past K time instances of beam measurement/information, NN predicts the best beam(s) for the forthcoming F instances with performance metric (e.g. L1-RSRP) in time domain.
To support beam measurements for the past K time instances, the specifications should define new beam measurement settings specifically for Beam Prediction (BP) procedures in time domain. These potential new settings will inherently affect the device's measurement capabilities/processing time and the performance of BP. Therefore, to design methods for setting up AI/ML model-based BP procedures in more detail, it is necessary to discuss procedures and methods for BP in the time domain, specialized for BM-Case2, based on a common framework for beam prediction discussed in BM-Case1. More specifically, following technical aspects and consideration should be discussed:  
· Defining Measurement Capabilities: Establishing standards for the capabilities UEs must have to support time-domain BP, including the types of beam measurements that need to be collected and the frequency of collection.
· Optimizing Processing Time: Developing guidelines for balancing the processing time required for BP with the need for timely and accurate beam selection, considering the computational resources of devices.
· Enhancing BP Performance: Proposing adjustments or enhancements to BP algorithms to improve their performance in the time domain, focusing on the unique challenges presented by predicting beam configurations over time.
· Improving BP Procedures: Introducing new signaling/configurations for the execution of BP procedures in the time domain, ensuring compatibility and interoperability across different devices and network configurations.
· [bookmark: _Hlk158968653]Incorporating Environmental and Mobility Factors: Including considerations for how environmental changes and UE mobility affect beam selection over time, ensuring that BP methods remain effective under varying conditions.
Enhancing the performance of BM-Case 2, which deals with temporal domain beam prediction, it necessitates a design that takes into account several key factors within a common BM framework.
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[bookmark: _Ref158934847]Figure 2. Temporal DL Tx beam prediction (BM-Case2) 
As shown in Figure 2 as a example of BM-Case2, within the measurement window, RSRP measurements from DL RSs are conducted four times (K=4), and the inference operation is triggered via L1 or L2 layer, leading to the repetition of the prediction procedure four times (F=4). In each model inference instance, one or more best beams can be inferred. Subsequently, for each model inference instance, CSI-RS with the inferred best beam(s) are transmitted to the UE, which then selects the optimal CSI-RS beam to report back to the base station. This procedure can be repeated F times to predict the best beams. In order to realize the DL Tx BP operation, following key design factors should be taken into account for further RAN1 discussion. 
Proposal 8: It is proposed to take into account the following key design factors for specifying BM-Case 2:
· gNB/UE’s operation: This includes synchronization of measurement windows and inference activities to ensure that the prediction is based on the most recent and relevant data.
· Configuration and Signaling
· Measurement Window Settings with DL RS measurement configurations
· Inference Window and Instance Configurations: The inference window should be set up to allow for adequate time to predict future beam(s), considering the UE's mobility and channel conditions
· Processing Time Minimization with processing time requirement
· Feedback Mechanisms

NW side model
For measurement and reporting for the NW side model inference, the gNB provides the UE with measurement report configurations corresponding to Set B, while the UE does not need to know if these configurations are for inference or for another purpose. In essence, the use of these measurement values by the gNB will be transparent to the UE. Therefore, from the UE's perspective, for the measurement and report of Set B, reporting the all L1-RSRP from the resources for Set B of beams would suffice, and additional beam/RS ID information seems unnecessary. Such additional information could increase reporting overhead for inference operations. If measurement and report for only some of the beams in Set B are required, it could be addressed by altering the configurations for the appropriate beams of Set B.
As discussed in section 2.3.1, we can also consider the potential reporting overhead reduction schemes. We also believe that similar approaches for reporting overhead reduction can be applied to measurement reporting for NW-side model inference.
Proposal 9: For NW-side model inference, the purpose for which the gNB uses the measurements reported from the UE is transparent to the UE
[bookmark: _Hlk163059132]For NW side model inference, it was agreed that for NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework. In this case, the gNB will typically direct TCI (Transmission Configuration Indicator) state information to the UE. However, if AI model inference is located at the NW, the UE may select an appropriate Rx beam corresponding to the predicted transmit beam in Set A if the beam, corresponding to the known TCI information obtained through the measurement of beams within Set B, has been predicted. But, if the AI model inference located at the gNB directs a beam within Set A that is unknown to the UE as the TCI state, the UE could incur significant time delays and resource consumption in searching for the corresponding Rx beam. Therefore, it is thought that research is needed to solve the above problem. One possible solution is for the gNB to use the beams within Set B—that is, beams with known TCI information having the most similar pattern to the predicted beam in Set A—to signal the UE in finding the appropriate Rx beam.
Proposal 10: For beam/TCI indication, consider using Set B beams of which UE can measure and maintain it Rx beam for P-3, if the gNB directs a beam within Set A that is unknown to the UE as the TCI state
For BM-Case2, the consideration must be given to the feasibility and timeline of applying beam steering based on the UE's mobility environment. Moreover, unlike BM-Case1, there needs to be a discussion on how to instruct multiple beams for multiple time instances through a single beam direction information. Fundamentally, it is possible to consider extending the existing TCI direction method to multiple beams, and the associated timestamp information for each beam should be conveyed to the UE. Additionally, the issue of Rx beam selection in the case of unknown TCI, as discussed above, must consider the expansion to multiple Rx beams.
Proposal 11: For beam/TCI indication of BM-Case2(NW side model), consider extending the existing TCI direction method to multiple beams with the associated timestamp information for future time N instances

UE side model
In this section, we discuss the case of performing inference in UE side model. UE side model inference fundamentally utilizes the measurements collected based on the DL RS transmission resources/configurations requested by the UE as model inputs. Based on these inputs, the AI/ML model outputs (e.g., Top-K predicted beams and/or L1-RSRP) are generated on the UE side and reported back to the gNB. Subsequently, the gNB conducts Top-K predicted beam transmissions based on the predicted beams within Set A. Based on the request from the UE, the gNB can trigger/configure Set B beams for data collection for model inference. Current specifications allow CSI-RS/SSB resources to be utilized for such triggering/configuration. If justified, further enhancements can be considered for DL RS configurations. Additionally, for BM-Case2, configurations of CSI-RS/SSB resources that enable measurements over multiple time instances can be provided to the UE.
[bookmark: _Hlk163116893]Proposal 12: For data collection for UE side model inference, consider UE to send a request for preferred DL RS configuration and/or DL RS transmission
Proposal 13: For UE side model inference, existing specifications should be the baseline for the configuration or triggering CSI-RS/SSB of Set B
To facilitate the reporting of beam prediction, which are the results of inferences performed by the UE, to the gNB, it is essential to define the relationship between the model's inputs (Set B) and outputs (Set A). This relationship could be dictated by the gNB settings or the UE capabilities. In instances where the gNB lacks clear information about the UE-side AI/ML model, the relationship between Set A and Set B could be recognized through a specific identifier, which might be a model ID or related to QCL related identifiers, such as CRI or SSBRI. Hence, for UE-side model inference, it is necessary for the UE to establish settings that clarify the relationship between Set A and Set B with the gNB. Based on these settings and the beam prediction reports from the UE, the subsequent selection of the optimal transmission beam can be made for predicted beam transmission.
Proposal 14: for UE side model inference, it is proposed to support the configuration of association between Set A and Set B by using an ID. FFS on ID
During the last RAN1 meeting, it was decided to support two options for reporting inference results of the UE side model (at least for BM-Case1). It's necessary to clarify several FFS points for each option as following:
	Agreement (RAN1#116)
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.


We fundamentally consider that the beam information, at least, refers to the identifier(s) of the predicted beam. Furthermore, the definition of Top K beam(s) can at least be based on the predicted L1-RSRP values to define either the highest Top-K beams or the beams with predicted L1-RSRP values above a threshold. We question whether there is a need to include additional other information from the UE in the report. We do not believe that additional information beyond the specified ones (e.g., Top-K predicted beam ID/L1-RSRP), such as probability information or confidence information, needs to be reported to the base station. Needless information would obviously waste resources and negatively affect link performance, so only the minimum meaningful information should be included in the reports from the terminal.
Proposal 15: For UE-sided model, beam information for predicted beam (e.g., model ID and CRI, SSBRI) can be reported by a UE based on the existing framework for CSI reporting as baseline. The predicted Top-K beams can be determined at least based on L1-RSRP(s) and a threshold
For BM-Case 2, the output of the UE sided model corresponds to multiple time instances. The UE provides the gNB with predicted beam information associated with those multiple time instances in one reporting instance. Therefore, it seems advisable to support a method for reporting multiple predicted beam-related CSI by extending the existing CSI reporting configuration to convey that predicted beam information for multiple future time instances.
Proposal 16: For UE-sided model in BM-Case2, it should be considered to report predicted beams of multiple future time instances in one reporting instance
 based on existing CSI-reportConfig as baseline

Performance monitoring
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, in SI phase and the last RAN1 meeting, there was a discussion on methods for performance monitoring, including various detailed topics such as metrics and types of performance. 
Currently, four alternatives for the performance metric are under discussion.
양식의 맨 위
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· The ground truth is based on the measurements of all [FFS: a subset of] Set A of beams
· FFS on how to configure the resource for measurement
· FFS on the prediction accuracy is based on hypothesis or statistics
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· FFS on the resource for the measurement, e.g. L1-RSRP, L1-SINR, if supported
· FFS on the configuration for the hypothetical BLER, e.g., channel, payload/TBS, beam configuration, RS for the measurement, if supported
· FFS on how to calculate the throughput, if supported
· FFS on the benchmark
· Alt.3: Performance metric based on input/output data distribution of AI/ML
· FFS on how to metric and mechanism based on the input data (e.g. the L1-RSRP of Set B of beams) distribution of AI/ML
· FFS on how to metric and mechanism based on the output data (e.g., the confidence/probability of Top-1/K beam as output of AI/ML for classification model) distribution of AI/ML
· FFS on the benchmark
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS on how to configure the resource for measurement to obtain the actual L1-RSRP of predicted Top1/K beams
· FFS on the L1-RSRP difference is based on hypothesis or statistics
Fundamentally, Alt 1/ Alt 4 perform performance evaluation through comparison between a threshold and prediction accuracy/RSRP. For Alt 1, there is a need for discussion on how to calculate/estimate the beam prediction accuracy. Similarly, Alt 4 allows for performance evaluation based on the difference between measured RSRP and predicted RSRP, but the acceptable range of this difference also needs discussion. From the perspective of Alt 2, it compares link quality between the measured beam and the predicted beam, necessitating a clear proposal on which performance metrics related to the difference in link quality should be considered. Additionally, Alt 3 assesses the difference in data distribution between inputs and outputs of the AI/ML model. This approach, distinct from others, focuses more on the characteristics and performance of the AI/ML model itself, necessitating a clear method and evaluation of performance outcomes to accurately reflect real beam prediction results. Overall, we generally prefer performance evaluation methods (e.g., Alt 1/ Alt 4) that directly reflect beam prediction outcomes. This is because relying implicitly on other evaluation results to assess beam prediction performance could lead to a higher chance of potential errors being reflected in the outcomes, making methods that can directly evaluate beam prediction performance more desirable.
양식의 맨 위
Proposal 17: For performance monitoring of AI/ML model, Alt 1 and Alt 4 are preferred as the performance metrics
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-  Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-  Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-  Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable


Regarding performance monitoring types, as below captured in TR 38.843, two types of performance monitoring has been considered for UE-side model where type 1 is based on NW’s control to perform the performance monitoring of UE-side model and type 2 is UE to control the monitoring operation. For the type 1 performance monitoring, there are two different operations of the UE including NW-side monitoring and UE-assisted monitoring. For option 1 of type 1, the report content and reporting mechanism for UE-side model should be clarified. In this case, the report content should consider the determination of the performance metric. The related report content can be decided depending on which performance metric is determined. Since the UE should report performance-related contents for the gNB to calculate the performance metric, the gNB can trigger/set reporting for the UE. On the other hand, if the model performance metric is calculated by the UE and the UE decides whether to change the use of the model, the gNB needs to provide or predefine the event settings for reporting that decision. In this option, the above events can be triggered based on a predefined threshold according to the performance metric results. Additionally, option 2 is based on control by the UE. Fundamentally, it can operate by recycling actions required for UE side model inference.
Proposal 18: For UE-side model, both type 1 performance monitoring and type 2 performance monitoring can be supported
Conclusion
In this section, we summarize our proposals and observation on support for AI/ML beam management as follows:
Proposal 1: Regarding data collection for NW-side AI/ML model, support the report of more than 4 beam related information similar with that of inference
Proposal 2: It is proposed that both Option 1 and Option 2 can be considered for the contents on data collection for NW side model training. FFS on further down-selection and data selection.
Proposal 3: For NW-side model data collection for training, it is proposed to at least support the higher layer signaling to convey data collection contents
Proposal 4: It is proposed to determine the number of possible beam-related information by referencing the size of that content and the capacity of the possible container after concluding the discussion on which report content is supported
Proposal 5: It can be considered the reporting the preferred DL RS configurations for the data collection for UE side training when requesting training via UE signaling
Proposal 6: It can be firstly considered for the association of Set A/B beams to use the current CSI framework as the baseline, including CSI resource, resourceSet, reportConfig, and/or resourceConfig
Observation 1: To maximize the efficiency benefits of AI/ML in beam management, particularly in reducing beam sweeping overhead, the primary focus should be on the P2 stage for narrow beam refinement. AI/ML inference can also be considered for the initial selection (P1) and Rx beam selection (P3) stages, but the decision should be informed by the relative benefits in terms of overhead reduction.
Proposal 7: It is proposed for AI/ML model inference to primarily focus on the P2 stage for narrow beam refinement. The initial selection (P1) and Rx beam selection (P3) stages can be also considered relying on the relative benefits in terms of overhead reduction and performance gain.
Proposal 8: It is proposed to take into account the following key design factors for specifying BM-Case 2:
· gNB/UE’s operation: This includes synchronization of measurement windows and inference activities to ensure that the prediction is based on the most recent and relevant data.
· Configuration and Signaling
· Measurement Window Settings with DL RS measurement configurations
· Inference Window and Instance Configurations: The inference window should be set up to allow for adequate time to predict future beam(s), considering the UE's mobility and channel conditions
· Processing Time Minimization with processing time requirement
· Feedback Mechanisms
Proposal 9: For NW-side model inference, the purpose for which the gNB uses the measurements reported from the UE is transparent to the UE
Proposal 10: For beam/TCI indication, consider using Set B beams of which UE can measure and maintain it Rx beam for P-3, if the gNB directs a beam within Set A that is unknown to the UE as the TCI state
Proposal 11: For beam/TCI indication of BM-Case2(NW side model), consider extending the existing TCI direction method to multiple beams with the associated timestamp information for future time N instances
Proposal 12: For data collection for UE side model inference, consider UE to send a request for preferred DL RS configuration and/or DL RS transmission
Proposal 13: For UE side model inference, current specifications should be the baseline for the configuration or triggering CSI-RS/SSB of Set B
Proposal 14: for UE side model inference, it is proposed to support the configuration of association between Set A and Set B by using an ID. FFS on ID
Proposal 15: For UE-sided model, beam information for predicted beam (e.g., model ID and CRI, SSBRI) can be reported by a UE based on the existing framework for CSI reporting as baseline. The predicted Top-K beams can be determined at least based on L1-RSRP(s) and a threshold
Proposal 16: For UE-sided model in BM-Case2, it should be considered to report predicted beams of multiple future time instances in one reporting instance
 based on existing CSI-reportConfig as baseline
Proposal 17: For performance monitoring of AI/ML model, Alt 1 and Alt 4 are preferred as the performance metrics
Proposal 18: For UE-side model, both type 1 performance monitoring and type 2 performance monitoring can be supported
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