3GPP TSG RAN WG1 #116                                                               R1- 2402872	
Changsha, China, April 15th – April 19th, 2024

Agenda Item:	9.1.3.2 
Source:	Apple Inc.
Title:	Discussion on CSI compression 
Document for:	Discussion/Decision
Introduction
CSI compression is identified as a sub-use case for further study in R19 [1]. 
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 














In this paper, we discuss the evaluation and other aspects of CSI compression sub-use case.  
Discussion
Summary of R18 CSI compression use case  
In the R18 study, frequency-spatial domain CSI compression using two-sided AI model has been evaluated. The traditional benchmark for evaluation was the DL throughput using e-type 2 codebook for PMI feedback. In RAN1 #115, the following summary and recommendation was agreed for CSI compression. 






The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 

Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects were studied but not fully investigated, including the options of CQI/RI calculation, the options of rank>1 solution.

Performance gain over baseline and computational complexity in FLOPs are summarized in clause 6.2.2.8. 

Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach were investigated but not all aspects were identified. 

The pros and cons are analysed for each training collaboration types, and each training collaboration type has its own benefits and limitations in different aspects. The study has investigated the feasibility of the studied training collaboration types and necessity of corresponding potential RAN1 specification impact. However, not all aspects have been concluded.

Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded.

From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.
At least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work:
-	Trade-off between performance and complexity/overhead.
-	Issues related to inter-vendor training collaboration.
Other aspects that require further study/conclusion are captured in the summary above.



































To improve performance and complexity trade-off, three examples are proposed. We discuss the evaluation methodology for each example.    

 Training collaboration   
One of the key concerns of the R18 study on CSI compression is the amount of offline co-engineering work required for offline training, and the interoperability and performance testing framework in RAN4. In this light, RAN1 #116 summarized five different options for further analysis in terms of feasibility, performance, complexity, and interoperability. 












Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.





















Option 1 fully standardizes either the reference encoder, or reference decoder, or both the reference encoder and decoder. Once the reference model is specified, UE/NW vendor has the implementation flexibility to choose the implementation, as long as the input/output follows the reference model. Essentially the reference model puts an upper bound on the performance. If the model does not match the field data, then the performance will suffer. 

Option 2 has similar issues as option 1. The AI based data driven methods depend on the large amount of data available. Once the dataset is specified in RAN1, the main benefit of data driven approach will be lost.

Option 3 standardizes the reference model structure, where parameter exchange allows the data driven approach to be updated. This is more flexible than option 1 and option 2, with potentially better performance based on real data. Model transfer z4 is required for option 3, and model proprietary information is disclosed between NW side and UE side. In addition, option 3 has two different flavors: one is that the UE compiles and runs it on the device, the other is that a UE-side server further optimizes the reference model and compiles it, before delivering the model to the UE for inference. The second option works much better for UE complexity and power consumption. 

Option 4 standardizes the dataset format, with dataset exchange between the NW side and UE side. Similar as option 3, this option is more flexible with better performance. Dataset delivery includes both over the air delivery, and server-to-server offline delivery. In our view, offline server=to-server delivery is the more flexible and power efficient way to go. 

Option 5 is the most open method. The model structure can be either offline collaborated, or unknown. Offline model structure alignment runs into collaboration complexity, while the use of an unknown model structure puts high complexity requirements on AI engine design. 

In summary, we have 

Observation 1: The following table summarize analysis of different options for training collaboration. 

	
	Inter-vendor collaboration complexity 
	Performance
	Interoperability and testing
	Feasibility 

	Option 1: Std ref model
	Low
	Limited. The standard ref model is performance upper bound
	Yes
	Hard to define a ref model is specification 

	Option 2: Std dataset
	Low
	Limited, if dataset does not match real environment
	Yes
	Hard to define a dataset is specification

	Option 3: Std ref model structure + param exchange
	High
	Good. 
	Challenging for RAN4 test  
	Challenging, but easier than full model. 

	Option 4: Std data format + dataset exchange
	Medium
	Good. 
	Challenging for RAN4 test 
	Yes

	Option 5: Std model format + ref model exchange
	High if model structure is offline aligned
	Good
	Challenging for RAN4 test 
	Limitation identified in model transfer z4 and z5




 Remaining issue of R18 potential specification impact discussion     
In R18 CSI compression performance monitoring, both NW side performance monitoring and UE side performance monitoring were discussed. 

Due to the nature of the two-sided model, unlike one side model where model input and output is available at one side, for the two-sided model, either gNB sends its output CSI to the UE for UE side performance monitoring, or the UE sends input CSI/target CSI to the gNB for gNB side performance monitoring. In addition, the  UE side AI model can be used to generate intermediate KPIs for UE side monitoring. RAN1 has agreed to study the feasibility of the approaches. 

For NW side performance monitoring, enhancing e-Type 2 codebook with extended parameter set was proposed. In addition to the feedback overhead, the extended parameter set of e-type 2 codebook also increases UE complexity and power consumption. No further agreement was reached. 

For UE side performance monitoring using a proxy model which takes an input CSI and generates an output of SGCS, the gNB should provide the dataset of SGCS labelling in order to train the network. There was discussion whether this was feasible and no conclusion was reached either. In addition, whether NW should perform LCM for the monitoring proxy model was discussed and no conclusion reached. 

For UE side performance monitoring where the  NW sends output CSI explicitly to the UE for performance monitoring, this also runs into issues including overhead and complexity at the gNB side. Therefore, the possibility that the NW sends output CSI implicitly through pre-coded CSI-RS should be considered.  
As shown in Fig. 1, the basic idea is instead of explicitly quantize and send the output CSI to the UE, the gNB pre-codes one or two CSI-RS ports with the output CSI, depending on the number of layers for performance monitoring. The UE will receive the CSI-RS port for input CSI calculation at the time T1, and the precoded CSI-RS port with reconstructed CSI of T0 for performance monitoring.	Comment by Kome Oteri: Not entirely clear… at time t1 receives on port un-precoded and one port precoded and so can monitor ?

Or at time t1, receives 2 ports, one with the existing transmission and one with the precoded output CSI so that it can compare ?

One options: 
at the time T1, the UE will receive the CSI-RS port for input CSI calculation  and the precoded CSI-RS port with reconstructed CSI of T0  for performance monitoring[KO1] 


Alternatively, with low mobility, the UE uses the CSI-RS for inferencing to measure the full channel, calculates the legacy codebook, and applies the legacy codebook to get the equivalent SNR or hypothetical BLER. The hypothetical BLER is compared with the measurement of precoded CSI-RS for performance monitoring. If the hypothetical BLER is better with pre-coded CSI-RS, this implies the AI/ML prediction  is performing better than the legacy e-type 2 codebook. 
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Fig. 1 Example of CSI-RS transmission for performance monitoring 


For UE side performance monitoring, when UE should trigger the report to the NW should be studied. The UE should not just send a fall back request to the gNB for every monitoring instance when the AI based hypothetical BLER is lower than legacy based BLER. Some averaging like RLF and/or BFD using evaluation window or counter based approach should be studied. 

 
Observation 2: Both NW side and UE side performance monitoring lack conclusion in R18 SI.
· NW side performance monitoring has issue of high feedback overhead and additional UE complexity and power consumption for extended parameter sets. 
· UE side performance monitoring using proxy model has no consensus on whether NW will provide training dataset and whether NW will perform performance monitoring on the proxy model.  

Proposal 1: For CSI compression using two-sided model, for UE side performance, further study the NW implicitly transmit output CSI using precoded CSI-RS to the UE, and using hypothetical BLER as the performance metric.  

Proposal 2: For CSI compression using two-sided model, for UE side performance, further study RLF like mechanism for UE initiated report.


 Time-frequency-spatial domain CSI compression  
 Evaluation results  
In RAN1 #116, different cases have been agreed for time-frequency-spatial domain CSI compression. 
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
Case
Target CSI slot(s)
Whether the UE uses past CSI information
Whether the network uses past CSI information
0
Present slot
No
No
1
Present slot
Yes
No
2
Present slot
Yes
Yes
3
Future slot(s)
Yes
No
4
Future slot(s)
Yes
Yes
5
Present slot
No
Yes

Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 



























In this contribution, we evaluated case 2 and case 4, and compare with case 0 and legacy codebook. 
The overall architecture proposed is shown in Fig. 2. On high level concept, the frequency-spatial domain CSI compression treats the feedback content as an image, while the time-frequency-spatial domain CSI compression treats the feedback content as a video, and technology used in video compression can be used in this context. For case 2, the output t_j = t_i. For case 4, the output t_j is a future slot of t_i. We evaluate different prediction times, i.e., t_j is 5ms, 10ms or 15ms ahead of t_i. 
For case 2, the performance is compression limited, therefore the deployment scenario is chosen as 80% indoor UE with 3kmph speed, and 20% outdoor UE with 30kmph speed. For case 2, it is prediction limited and we evaluate 100% outdoor UE with 30kmph speed.    
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Fig. 2. Time-frequency-spatial domain CSI compression 

For both case 2 and case 4, the following CSI-RS configuration and CSI report are used in the evaluation:  
· CSI-RS periodicity of 5ms
· Feedback periodicity of 5ms. 
· Time sequence length is 20 sample, 100ms long, for calculation purpose. 
· SGCS is used as intermediate KPI per time instance. 

Due to the strong correlation between CSI samples, with similar size of training dataset, the time-frequency-spatial domain CSI compression model might sample much less random channels, increasing the risk of over-fitting. Different examples of generating time sequence of 20 length are shown in Fig. 3. From SLS, per UE, a sequence of CSI-RS measurement is generated. In our experiment, a total of 100-time domain sample sequence with 5ms CSI-RS periodicity is used. With training input of 20-time sample sequence, there are multiple methods to segment the 100 sample time domain sequence. Figure 2-A shows 5 training sequence generated, non-overlapping with each sequence with  20 CSI-RS samples per sequence for training/testing. Figure 2-B shows that each sequence is time shift by one sample, resulting 80 total sequences out of the 100 samples. This obviously dramatically increase the dataset size. Figure 2-C shows partial overlapping. The non-overlapping sequence is preferred to generate reliable training and testing dataset. 

   [image: ]
Fig. 3. Example of generating time sequence sample for training

In addition, the partition of the training dataset and the testing dataset also plays a critical role. To ensure generalization performance, the training dataset and testing dataset should be generated from different drops.  

Some preliminary results are shown for Uma, layer 1 in table II and table III for parameter configuration 1, where the sequence length is 20 in this preliminary evaluation.  

	Table II: preliminary result for layer 1 SGCS with 60 bits payload size for case 2

	
	e-Type 2
	Freq-spatial domain compression 
	Time-Freq-Spatial domain compression 

	SGCS of layer 1
	0.69
	0.72
	0.75




Table III: preliminary result for layer 1 SGCS with 60 bits payload size for case 4

	SGCS of layer 1

	No prediction
	5ms prediction
	10ms prediction
	15ms prediction

	e_type 2 (N4=1)
	0.85
	0.7924
	0.7352
	0.6957

	AI case 4
	0.89
	0.874
	0.871
	0.862




Observation 3: For case 2, time-spatial-frequency domain CSI compression has 9% gain in SGCS comparing to e-Type 2 codebook, and 4.2% gain over AI based CSI spatial-frequency domain compression.  


Observation 4: For case 4, time-spatial-frequency domain CSI compression has 10% gain in SGCS at 5ms prediction time, 18% gain at 10ms prediction time, and 24% gain at 15ms prediction time. The benchmark is e-type 2 with sample and hold.  


 Potential specification impact  
For time frequency spatial domain CSI compression, semi-persistent CSI feedback can be used. The DCI can trigger the start of a semi-persistent UCI report and can be used to reset the UCI reporting sequence when the state at the UE side and at the NW side are out of sync due to UCI loss. UCI loss can be caused by potential UL transmission loss, as well as UCI report dropping following the UCI omission rules. In addition, a mechanism to enable UCI retransmission in order to sync up the encoder and decoder state can be considered.  
Proposal 3: For time-frequency-spatial domain CSI compression, the following potential specification impact are proposed: 
· Enable semi-persistent CSI reporting for time-freq-spatial domain AI based CSI compression. 
· Enable DCI based reset memory. 
· Considering UCI retransmission in case of large amount of UCI drop or loss, to avoid the state at UE and gNB out of sync.   


Conclusion
In this contribution, we discussed evaluation methodology and potential specification impact of three additional CSI compression sub-use cases. Based on the discussion, the following proposals have been proposed.

Observation 1: The following table summarize analysis of different options for training collaboration. 

	
	Inter-vendor collaboration complexity 
	Performance
	Interoperability and testing
	Feasibility 

	Option 1: Std ref model
	Low
	Limited. The standard ref model is performance upper bound
	Yes
	Hard to define a ref model is specification 

	Option 2: Std dataset
	Low
	Limited, f dataset does not match real environment
	Yes
	Hard to define a dataset is specification

	Option 3: Std ref model structure + param exchange
	High
	Good. 
	Challenging for RAN4 test  
	Challenging, but easier than full model. 

	Option 4: Std data format + dataset exchange
	Medium
	Good. 
	Challenging for RAN4 test 
	Yes

	Option 5: Std model format + ref model exchange
	High if model structure is offline aligned
	Good
	Challenging for RAN4 test 
	Limitation identified in model transfer z4 and z5




Observation 2: Both NW side and UE side performance monitoring lack conclusion in R18 SI.
· NW side performance monitoring has issue of high feedback overhead and additional UE complexity and power consumption for extended parameter sets. 
· UE side performance monitoring using proxy model has no consensus on whether NW will provide training dataset and whether NW will perform performance monitoring on the proxy model.  

Proposal 1: For CSI compression using two-sided model, for UE side performance, further study the NW implicitly transmit output CSI using precoded CSI-RS to the UE, and using hypothetical BLER as the performance metric.  

Proposal 2: For CSI compression using two-sided model, for UE side performance, further study RLF like mechanism for UE initiated report.

Observation 3: For case 2, time-spatial-frequency domain CSI compression has 9% gain in SGCS comparing to e-Type 2 codebook, and 4.2% gain over AI based CSI spatial-frequency domain compression.  


Observation 4: For case 4, time-spatial-frequency domain CSI compression has 10% gain in SGCS at 5ms prediction time, 18% gain at 10ms prediction time, and 24% gain at 15ms prediction time. The benchmark is e-type 2 with sample and hold.  

Proposal 3: For time-frequency-spatial domain CSI compression, the following potential specification impact are proposed: 
· Enable semi-persistent CSI reporting for time-freq-spatial domain AI based CSI compression. 
· Enable DCI based reset memory. 
· Considering UCI retransmission in case of large amount of UCI drop or loss, to avoid the state at UE and gNB out of sync.   
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