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Introduction
Integrated Sensing and Communication (ISAC) potentially allows enhancing of network functionality by introduction of new use cases and improving of network performance by means of radio network self-optimization. The sensing is a broad term which implies deriving properties of the physical objects (also known as the target objects) based on how they interact with RF signals – and this interaction commonly described as “channel”. In this contribution, our main goal is to discuss the possible solutions for the ISAC channel modeling. Prior to this, it is important to settle the unified terminology and view of the model parts.
Consider the channel as interaction of the following objects (besides the Tx and Rx base):
T – Sensing target
E – Environment objects, deterministic description
B – Background scatter, stochastic modeling
The most generalized picture of the possible interactions between objects is shown in Figure 1 and includes all possible paths and their combinations. 

 
[bookmark: _Ref161407312]Figure 1 Channel modeling environment, all paths

Channel modeling
Let’s consider simulation assumptions / modeling for this step by step. Brief summary of the previous meetings agreements is shown below:


	RAN1#116
Agreement
The common framework for ISAC channel model is composed of a component of target channel and a component of background channel, 

· Target channel  includes all [multipath] components impacted by the sensing target(s). 
· FFS details of the target channel 
· Background channel  includes other [multipath] components not belonging to target channel
· FFS details of the background channel
· FFS whether/how to model environment object(s), i.e., object(s) with known location, other than sensing target(s)
· FFS whether/how to model propagation path(s) between the target(s) and the environment object(s)
· FFS whether/how to model propagation path(s) between the target(s) and the stochastic clutter(s) 
· Note: the notation HISAC can be revised later if needed




The following entities are considered:

Background clutter
Background clutter should represent all (many) objects that are irregular, randomly placed, with unpredictable propagation and reflection properties. The best way to describe the ensemble of such objects is stochastic representation. Moreover, modeling of such objects are well studied and 3GPP 38.901 have ready-to-use models for propagation between two points (Tx and Rx) in such random environment.
The main question here is how to take into account third point (S, sensing target) in this model.

Environment objects
Environment object should describe the elements of the scenario that are always present and have significant impact on the system performance.  Examples are the ground ray for the vehicular scenarios (Highway), buildings in the Street Canyon and Manhattan Grid deployments. 
For such cases, these elements should be modelled either with the full-scale ray-tracing, or by explicit definition of the reflected paths.
If Uma/UMi/RMa will be the major deployment scenarios, the decision on the environment objects modeling may be postponed.


Sensing target
Sensing relatively object is the new entity in the communications systems and a subject of the whole ISAC task. The detailed description of its properties and modeling assumptions are in the next section. 

For now, let’s focus on the interactions between Background clutter, Environment object and Sensing target. Following Figure 1, we can define the resulting channel (at the Rx point) as sum (in most cases) of the following paths:
Background channel 
1. Tx–Rx : LOS path
2. Tx–B–Rx: Together with #1 comprises baseline 38.901 channel [1]
3. Tx–E–Rx, Tx–E1-E2–Rx : Map-based ray-tracing approaches also mentioned in 38.901
Target channel
4. Tx–T–Rx: Main “sensing” channel
5. Tx–E–T–Rx, Tx–T–E–Rx: second order target-environment channels
6. Tx–B–T–Rx, Tx–T–B–Rx: second order target–background channels
7. Tx–T1–T2–Rx: second order target channels for several targets
Third order mixed channels
	Multiple mutual reflections Tx–E1–T–B2-Rx, etc


Since we are building ISAC channel modeling on the base of 3GPP 38.901 model, paths 1-3 should be present.
Main target channel Tx–T–Rx is a staple for ISAC modeling and also should be considered.

The main problem is whether to include mutual and second order reflected paths that include Sensing target.
Consider paths involving the environment object: Tx-E-T-Rx, Tx-T-E-Rx (5). For example, in reality these paths correspond to the reflection of the drone in the high-rise building or bus metal side. Obviously such reflections cannot be used for the localization of the sensing target, but for sure can affect the detection. For the rich deterministic environment, the number of paths for multiple reflections can be large. For the reduction of computational complexity, rays with the power below pre-defined threshold can be discarded, as it is done in 38.901. For example, paths with total power below -25dB from the strongest path can be excluded from further computations

Second order channels from the background clutter Tx-B-T-Rx, Tx-B-E-Rx will be significantly weaker than 1st order rays. 
In reality, they correspond to the double reflections from the sensing target and random/irregular background clutters, like trees, signs, lampposts, etc. 
Those paths are random, weak and not stable in dynamic environment. From the point of view of ISAC tasks, localization and even detection those rays are no different from the basic background rays.  

Observations 1: Paths in for the ISAC channel model consist of combinations of the background clutter, deterministic environment object and sensing target paths. 2nd-order (two reflections) paths employing the background clutter are typically weak and insignificant.

Proposal 1: Consider the adoption ISAC channel model as combination of 38.901-based approach for the stochastic background (clutter) modeling [mandatory], explicit ray-tracing modeling of the deterministic environment object [optional] and newly introduced the sensing target object [mandatory].

Proposal 2: Consider stochastic 38.901-based channel model for ISAC simulation consisting as sum of the following paths as shown in Figure 2:
· background clutter ( 38.901 baseline) [mandatory]
· 1st order reflections from the environment object (ray-tracing modeling) [optional]
· 1st order reflections from the sensing target object (38.901 pathloss and shadow fading) [mandatory]
· 2nd order reflection between environment object and sensing target [optional]
· 2nd order reflection between environment objects [optional]

Proposal 3: Although scenario with several sensing targets should be considered, their mutual interaction should be neglected for the baseline/initial scenarios. Optionally, for vehicular cases these paths can be taken into account – FFS.
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While background channels can be described on the base of the established methodologies, target channel and description of the sensing target require additional explicit description, presented in the next section.
Sensing target description in simulations
In the simulation model sensing target, at any given time instant may have the following parameters
· Coordinates in 3D space {x,y,z}
· Velocity vector {vx,vy,vz}
· Form and orientation, from the point of sensing most generally described by RCS function

Coordinates/velocity assumptions
Most likely, hexagonal UMi/UMa/RMa scenarios will be used as a baseline for the ISAC simulations. 
With wrap-around there is really no difference in per cell or per area drop, but placing multiple sensing target may create some kind of mutual “interference”
 Thus, we need to determine sensing targets drop rules. 
Options are
· One object per area: coordinated processing form the point of gNBs, but no target mutual interference
· One/Several object per cell/site, coordinated processing, possible multiple objects processing
Sensing target position/velocity should be randomly chosen in accordance with scenario. 

Target modelling

The RCS is formally defined as the quotient of the scattered (by the sensing target) power density to the incident power density in a specific observation direction for a specific combination of incident and observation directions. In most cases the incident and observation directions differ from each other which gives rise to the bistatic RCS as the most general type of RCS. The bistatic RCS of a sensing target is dependent on the object’s properties as well as on the bistatic angle (the angle between the incident and observation directions). In application to the ISAC problem the bistatic RCS is concerned with the bistatic sensing modes.
Two special cases of RCS can be put into consideration. In the case the incident and observation directions coincide or are very close to each other, the backscattering takes place. This gives rise to the monostatic RCS. In application to the ISAC problem the monostatic RCS is concerned with the monostatic sensing modes when Tx and Rx are collocated.
The forward scattering is another special case which appears when the sensing target is close the shortest line between Tx and Rx (the baseline). In such a case the bistatic angle is close to 180°. Due to Babinet's principle the corresponding RCS is determined solely by the silhouette of the sensing target (as seen at Rx) and can increase by several orders of magnitude in comparison with values for other bistatic angles. This means the forward scattering can be beneficial for the detection. However, if a sensing target lies exactly on the baseline, no range and Doppler information can be obtained from the received signal. So the forward scattering is not favourable for the location and tracking.

Observation 2: The bistatic RCS is the most general case of RCS with the backscattering and forward scattering RCSs being the special cases.

One of possible options for the RCS modelling is to follow the deterministic approach. This approach (explicitly or implicitly) introduces the bistatic RCS of the sensing target in 3D space as a deterministic function of four angles (two pairs of angles)
	,
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where σmax is the maximum RCS, (θ, φ) is the azimuth and zenith angle of Rx position as seen at the sensing target, (θ0, φ0) is the azimuth and zenith angle of Tx position as seen at the sensing target.

Such a function can be obtained in different ways.
It can be obtained as a result of strict electrodynamics solution by implementation of rigorous electromagnetic method (like methods of moment - MoM, etc.). Taking into account the problem is electrically extremely large (especially in FR2) the computation complexity of this approach is prohibitive.
Function (1) can be also obtained as a result of electrodynamics solution with the high frequency approximation applied. To do this, the sensing target should be much larger that the wavelength. The high frequency approximation represents an EM wave as a ray which enables the use of asymptotic methods (geometrical and physical optics, GO and PO, enhanced by the unified theory of diffraction - UTD). Simulation-wise, this approach can realized, e.g., by the ray-tracing technique. 
Whereas the application of asymptotic method reduces the computation complexity compared to e.g., MoM, it may be too high still (especially in FR2). Besides, the application of asymptotic methods is inherently restricted. As stated in [2] the typical size of human is 0.5m x 0.5m x 1.75m. At the same time the lowest frequency of interest is 0.5 GHz (the lowest boundary of FR1), which translates to the wavelength of 0.6 m. This means the size of sensing target is compatible with the wavelength and the asymptotic methods may not be valid for such combination.
In the case the size of the sensing target or its parts is compatible or less than the wavelength, the scattering is known to correspond to the resonant (also known as Mie region) and low frequency (also known as Rayleigh region) regimes, accordingly. From the theoretical point of view, the diffraction mechanisms (surface traveling, edge and creeping waves etc.) dominate so that the result EM wave (due to the interaction of the initial EM wave with the sensing target) cannot be found as a superposition of the reflected rays. In practice, in Rayleigh region the RCS of the sensing target is a function of the size of the target relative to a wavelength. In Mie region, the RCS is an oscillating function of the size to wavelength ratio.
The computation complexity can be significantly reduced by the representation of a complex shape sensing target as a set of multiple scattering centres [3]. This concept leads to a significant reduction of geometric details which, in turn, decreases the computation complexity. It is also worth to mention that the RCS as a strict concept is only defined for the far-field conditions for both Tx/Rx antennas and the target.
The far-field distance R is known to be [4]
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where D is the maximum target dimension transverse to the line of sight, λ is the wavelength.
The dimensions of scattering centres are less than the ones of the sensing target so the requirements for the far-field distance (2) can be relaxed.
One of the specific issues inherent to this approach is how to define the scattering centres in advance without performing the full-scale simulations. Otherwise, the approach introducing the multiple scattering centres is still based on the high frequency approximation so it shares the corresponding pros and cons.
Further or alternative simplifications of the approach are possible, e.g., for the symmetric sensing targets. As an extreme case of simplification, the RCS as a deterministic function of four angles can be introduced as an empirical generalization of theoretical or measurement results. The computational complexity of this method is very low but the main issue is how to prove such a generalization.

Observation 3: The deterministic approach (different implementations are possible) takes into account the exact properties of sensing target and inherently provides the angular dependence of RSC.

Among the deterministic methods, the method based on the high frequency approximation with some enhancements (similar to the concept of multiple scattering centres) and implemented via the ray-tracing technique can be preferable for the RCS modelling. As soon as the positions of Tx/Rx, environment objects and the sensing target are set, all incident/observation angles are defined and
- RCS can be calculated once and be used at runtime as a lookup table next
- RCS can be naturally modelled either in large (primary sensing path, RCS depends on the incident/observation angles of Tx-Target-Rx path) or small (secondary sensing paths, RCS takes some value for each Tx-Environment Object-Target-Rx or Tx-Target- Environment Object-Rx path) scales
- as soon as the target’s trajectory (including both progress and rotational motions) is set, the incident/scattered angles at the arbitrary time are exactly defined and so is the Rx power
Nevertheless, the deterministic approach can pose challenging requirements for the computation performance. This is especially true if the secondary sensing paths (i.e., the multiple bounces in a target channel) and time evolution (i.e. the moving sensing targets) should be considered. Besides that, the obtained result is applicable to the specific sensing target at the specific frequency.

Observation 4: Among others, the deterministic method based on the high frequency approximation and implemented via the ray-tracing technique appears to be preferable for the RCS modelling. However, it can impose challenging requirements on the computation performance.

As depicted by equation (1), the RCS of a complex shape is not just a single value but it is an RCS pattern. The reason is that the complex shape can be represented as a «cloud» of flash points (i.e. as a set of the secondary sources of electromagnetic waves). Given the distances between two of these points are compatible with the wavelength, the (partial) reflections can sum up constructively or destructively depending on the target’s position and its orientation w.r.t. to Rx. This makes the overall RCS strongly dependent on the incident and observation directions. It is worth to note, in general the larger a sensing target compared to the wavelength the sharper the angular dependence.
It should be highlighted that even the slight motion of a complex shape sensing target may result in significant fluctuations of the received power (see Figure 3, [5]). Such fluctuations can be explained by the change of phase differences between the secondary sources which, in turn, causes the variations of the overall received power. This phenomenon can be also interpreted as a fluctuation of the RCS value due to the change of incidence and observation directions. In turn, the change of directions is be caused by the progress and rotational motions of the sensing target.
[image: ]
[bookmark: _Ref162869867]Figure 3 Monostatic RCS pattern of AR Drone, Horizontal-to-Horizontal polarization
Whereas the RCS of a real complex shape sensing target and its time evolution can be (potentially) precisely evaluated by the ray-tracing technique as described above, this may be a prohibitively time-consuming process. In the radar field, the fluctuating RCS (e.g. due to the change of target aspect) is usually treated as a random value, i.e. the stochastic approach to the RCS modelling is implemented.
It is worth to mention the stochastic approach does not consider the detailed physics behind the scattering so it provides more generic description of the sensing target than the deterministic approach. Taking this into consideration, the similar stochastic approach can be adopted for the target channel modelling.

Observation 5: The stochastic approach to the RCS modelling provides a realistic approximation of scattering process and is inherently suitable for the statistical performance analysis.
Proposal 4: Adopt the stochastic approach to the RCS modelling as the baseline.

Following the stochastic approach to the RCS characterization, Swerling models are widely accepted in the radar field. Actually, Swerling models define the statistical properties (the first-order distribution) of the monostatic RCS by the Chi-square probability density function with specific degrees of freedom. There are five of Swerling models.
Swerling 0 defines the idealized sensing target without any RCS fluctuations. In other words, Swerling 0 provides a fixed RCS. Based on the measurement results [6] one can conclude the scattering due a human being is similar to a cylinder which has an almost fixed RCS pattern for azimuth aspect angles. Therefore, such sensing target as humans may be associated with Swerling 0.
Swerling I/II suggest the sensing target consists of a number of equally sized isotropic reflectors which are distributed on a surface. The corresponding distribution is a generalized central Chi-square probability density function with two degrees of freedom
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One can see equation (3) corresponds to the exponential probability density function and σ0 stands for the mean RCS.
Swerling I/II are generally associated with complex targets that have a large number of surfaces and joints with different orientations. The traditional radar targets which match Swerling I/II are aircrafts, tanks, ships, cruise missiles, etc. Addressing the ISAC problem, Swerling I/II may be attributed to vehicular and some of AGV of the similar shape.
Swerling III/IV suggests the sensing target consists of a dominant isotropic reflector superimposed by a plurality of small reflectors. The corresponding distribution is a generalized central Chi-square probability density function with four degrees of freedom
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One can note that Swerling I/II are very similar to the Raleigh channel model widely used in the telecom field. Besides, Swerling III/IV share the underlying assumptions with the Rice channel model. This means equation (4) can be considered as an approximation of generalized non-central Chi-square distribution of degree two which provides the power of Rician fading.
Swerling III/IV are generally associated with targets having shape features that can act as dominating scattering points. The traditional radar targets which match Swerling III/IV are bullets, artillery shells reentry vehicles, etc. Addressing the ISAC problem, Swerling III/IV may be attributed to those of AGVs which have, e.g. long metal arms or levers.
The probability density functions of the RCS corresponding to Swerling I/II and Swerling III/IV given σ0=1 m2 are presented in Figure 4.Figure 1Figure 1
[image: ]
[bookmark: _Ref163058749]Figure 4 RCS distribution as set by Swerling I/II and Swerling III/IV
It should be mentioned that Swerling models have been developed and validated for the targets specific for the military and special applications. In many cases, the reduction of RCS is beneficial for these applications (e.g. manned aircrafts). At the same time, the small drones relevant to the ISAC problem often have a fuselage and wings made of plastic with low RCS and only a few more strongly reflecting points [4]. Furthermore, they may fly quite unstable due to the wind. This could result in quite large but more fluctuating RCS compared to that of the large airplane. Moreover, the ISAC use cases cover such types of sensing target as AGV, human etc. which are not relevant for the traditional radars. Hence, the appropriate stochastic RCS model should be proposed for the sensing targets specific for the ISAC problem.

Observation 6: The parameters of stochastic RCS models should be elaborated for the sensing targets specific to the ISAC problem – human, vehicle, UAV, AGV, hazardous objects.

Observation 7: The physical objects behind the 'hazardous' term are not clearly defined yet.

Proposal 5: Adopt Swerling models as the baseline/initial guess for the first-order RCS distribution, mainly considering Swerling 0 for humans, Swerling I/II for vehicles / UAVs/ AGVs and Swerling III/IV for AGVs modeling.

The task of the RCS determination has been of great importance in the radar field for decades. Hence, the information about the RCS of some real targets obtained by means of extensive measurement campaigns can be found in the literature. Some results are shown in Table 1.
[bookmark: _Ref158732108]Table 1 RCS of some real targets
	Target
	RCS, m2
	RCS, dBsm

	Aerial
	
	

	Large commercial airplane
	100
	20

	Medium jet airliner
	40
	16

	Four passenger jet
	2
	3

	Large fighters
	5-6
	7-8

	Small fighters
	2-3
	3-5

	F-117 fighter
	0.1
	-10

	B-2 bomber
	0.01
	-20

	Helicopter
	3
	5

	Conventional winged missile
	0.1
	-10

	Naval
	
	

	Ship (5,000 tons displacement, L Band)
	10000
	40

	Cabin cruiser (12-15 m)
	10
	10

	Small pleasure boat (6-9 m)
	2
	3

	Small open boat
	0.02
	-17

	Vehicular
	
	

	Automobile / Small truck
	100-200
	20-23

	Bicycle
	2
	3

	Living object
	
	

	Man
	1
	0

	Bird
	10-3-10-2
	-30…-20

	Insect
	10-5-10-4
	-50…-40


One can conclude these measurement campaigns are mainly driven by the military and special applications. Beyond that, the operation frequencies of the radar systems do not belong to the FR1 and FR2 usually. This means the ISAC problem may also concern other types of sensing target and frequency ranges.

Observation 8: There is a lack of RCS measurement data for the sensing targets and frequency ranges specific to the ISAC problem.
Proposal 6: Adopt the mean RCS for the use cases which are of interest for ISAC from Table 1 as the baseline/initial guess.

One can see that Swerling models do not put into consideration the angular dependence and correspond to the backscattering case. However, as long as the incident/observation angles are known and differ from each other, some angle-dependent distribution or the set of distributions might be put into consideration. The corresponding distributions can be introduced to reflect the special cases of RCS, e.g., the forward scattering mode or a smooth shape sensing target.
Under number of limitations and assumptions, the equivalence RCS theorem is held and the bistatic RCS can be derived from the monostatic RCS
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where subscript «B» indicates «bistatic» and subscript «M» denotes «monostatic» mode, β is the bistatic angle. One can see equation (5) reflects the fact that the bistatic RCS is less than the monostatic one in most cases.
This also means that the stochastic approach to RCS modelling allows for support of both large and small scale RCSs. However, in the latter case, to make the partial RCSs be the same for the same incident/observation angles, the spatial correlation should be artificially introduced. One can note the deterministic approach is much simpler here as it provides the correlation naturally.
Taking into account that the real complex shape target has the rugged scattering behaviour (see Figure 3 and Figure 5, [5]), one can propose the simplification of stochastic approach to the RCS modelling. Such a simplification puts into consideration the RCS as a random value independent of the incident/observation angles, i.e. it neglects the angular information at all. Hence, it can be called the fully stochastic approach.
Discarding of information about the incident/observation angles can be additionally justified by the lack of information about the rotational motion of the sensing target. Whereas in some use cases (e.g. vehicle on a road) it can be easily taken into account, in some use cases (e.g. UAVs in 3D space) it may be difficult to address.
[image: ]
[bookmark: _Ref162886263]Figure 5 RCS values of a motor scooter in comparison to a common bicycle for HH- and VV-polarization. Averaging 23-27GHz; front view
One can note the fully stochastic approach to the RCS modelling inherently fits the concept of large scale RCS. In such a case, the sensing target can be associated with a single RCS distribution optionally taking into account the bistatic angle.
Considering the small scale RCS, the corresponding partial RCSs should be somehow spatially correlated. One can also highlight that the information about the incident/observation angles is not available for the secondary sensing paths due to the clutter and only the generic (angle-independent) distribution can be introduced. Thus, one of the possible solutions to provide modelling of the small scale RCS by the fully stochastic approach may be to associate the target with a single RCS distribution and to assign the corresponding set of random values to the primary and secondary sensing paths.

Observation 9: The stochastic approach to RCS modelling supports both the large and small scale RCSs. However, in the case of small scale RCS it requires the knowledge of all incident/observation angles and introduction of spatial correlation among the partial RCSs.
Proposal 7: For the initial / calibration studies, adopt the fully stochastic (i.e. neglecting the information about the incident/observation angles) approach to the RCS modelling.

The stochastic approach to the RCS modelling can be a vital option if the simulation of time evolution is required. In application to the target channel modelling, the corresponding time evolution is caused by the sensing target’s motion either progress or rotational or both. To take the motion into account, the RCS should be considered as a time-domain random process. So, in math terms, the time evolution can be characterized by the second-order RCS distribution. This distribution provides information about the statistical relationship between two realizations of the RCS taken at some time moments.
One can note that Swerling models set some statistical relationship between two realizations of the RCS. Swerling I and II as well as Swerling III and IV are different in the assumptions made on the RCS fluctuation rate. Swerling I and III suggest the fluctuation rate is slow so that the RCS between two radar scans are uncorrelated. Swerling II and IV suggest the fluctuation rate is fast so that the RCS between two radar pulses are uncorrelated.
As mentioned before, Swerling models and Raleigh or Rician channel models share the same physic assumptions. The math models of Raleigh or Rice fading suggest the corresponding channel is introduced as a wide sense stationary random process. It is known that the properties of such a process can be equally defined either by the correlation function or by the power spectrum density. E.g., Jake’s spectrum is a common assumption for Raleigh fading which is equivalent to the correlation function defined as zero-order Bessel function of the first kind. The similar approach can be adopted for the target channel modelling.

Observation 10: Considering the RCS as a random time-domain process, one can naturally simulate the time evolution of the target channel which is caused by the motion of sensing target.
Proposal 8: To model the RCS as a wide-sense stationary random process with the pre-defined first-order distribution (as set by Proposal 2) and correlation function (or power spectral density).
Proposal 9: To perform the study on the appropriate correlation function(s) (or power spectral density) of the RCS specific to the ISAC problem.
Proposal 10: The exact methodology of recalculation of the RCS concept into the actual target path attenuation is FFS

Proposals summary

Observations 1: Paths in for the ISAC channel model consist of combinations of the background clutter, deterministic environment object and sensing target paths. 2nd-order (two reflections) paths employing the background clutter are typically weak and insignificant.
Observation 2: The bistatic RCS is the most general case of RCS with the backscattering and forward scattering RCSs being the special cases.
Observation 3: The deterministic approach (different implementations are possible) takes into account the exact properties of sensing target and inherently provides the angular dependence of RSC.
Observation 4: Among others, the deterministic method based on the high frequency approximation and implemented via the ray-tracing technique appears to be preferable for the RCS modelling. However, it can impose challenging requirements on the computation performance.
Observation 5: The stochastic approach to the RCS modelling provides a realistic approximation of scattering process and is inherently suitable for the statistical performance analysis.
Observation 6: The parameters of stochastic RCS models should be elaborated for the sensing targets specific to the ISAC problem – human, vehicle, UAV, AGV, hazardous objects.
Observation 7: The physical objects behind the 'hazardous' term are not clearly defined yet.
Observation 8: There is a lack of RCS measurement data for the sensing targets and frequency ranges specific to the ISAC problem.
Observation 9: The stochastic approach to RCS modelling supports both the large and small scale RCSs. However, in the case of small scale RCS it requires the knowledge of all incident/observation angles and introduction of spatial correlation among the partial RCSs.
Observation 10: Considering the RCS as a random time-domain process, one can naturally simulate the time evolution of the target channel which is caused by the motion of sensing target.

Proposal 1: Consider the adoption ISAC channel model as combination of 38.901-based approach for the stochastic background (clutter) modeling [mandatory], explicit ray-tracing modeling of the deterministic environment object [optional] and newly introduced the sensing target object [mandatory].

Proposal 2: Consider stochastic 38.901-based channel model for ISAC simulation consisting as sum of the following paths as shown in Figure 2:
· background clutter ( 38.901 baseline) [mandatory]
· 1st order reflections from the environment object (ray-tracing modeling) [optional]
· 1st order reflections from the sensing target object (38.901 pathloss and shadow fading) [mandatory]
· 2nd order reflection between environment object and sensing target [optional]
· 2nd order reflection between environment objects [optional]
Proposal 3: Although scenario with several sensing targets should be considered, their mutual interaction should be neglected for the baseline/initial scenarios. Optionally, for vehicular cases these paths can be taken into account – FFS.
Proposal 4: Adopt the stochastic approach to the RCS modelling as the baseline.
Proposal 5: Adopt Swerling models as the baseline/initial guess for the first-order RCS distribution, mainly considering Swerling 0 for humans, Swerling I/II for vehicles / UAVs/ AGVs and Swerling III/IV for AGVs modeling.
Proposal 6: Adopt the mean RCS for the use cases which are of interest for ISAC from Table 1 as the baseline/initial guess.
Proposal 7: For the initial / calibration studies, adopt the fully stochastic (i.e. neglecting the information about the incident/observation angles) approach to the RCS modelling.
Proposal 8: To model the RCS as a wide-sense stationary random process with the pre-defined first-order distribution (as set by Proposal 2) and correlation function (or power spectral density).
Proposal 9: To perform the study on the appropriate correlation function(s) (or power spectral density) of the RCS specific to the ISAC problem.
Proposal 10: The exact methodology of recalculation of the RCS concept into the actual target path attenuation is FFS
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