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Introduction
The previous RAN1 #116 meeting [1] was the first discussion of Release 19 work item AI/ML for air interface. For positioning part, mainly model inference related issues (e.g., model input and model output) had been discussed, the remaining topics are pending for further discussion due to GTW time limit. Therefore, in this contribution, we will continue to give our views on all aspects of the specification support of AI/ML positioning.
Specification Support
In this paper, the specification support to AI/ML positioning accuracy enhancement will be addressed from the following aspects:
1) We will share our views on three sub-use-case specific aspects:
· Model inference.
· Model monitoring.
· Data collection for model training.
2) And provide our views on the common aspects of all sub-use cases, including:
· Model transfer/delivery, functionality/model identification, training/inference consistency.
Model Inference
Both views on model input and model output are given as follows:
Model Input
Sample-based vs path-based:
In RAN1 #116 meeting, we have the following agreement on which format will be used for case 3b/2b model input reporting:
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.

The issues to be studied include, but not limited to, the following:
· Trade-off of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases.
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.


For legacy positioning, path-based reporting has been captured in the current specification since release 14, both first path and additional paths are incorporated. As for release 18, the relative timing, path power (RSRPP) and the carrier path phase (RSCP) can be reported per path.
While sample-based reporting has not been specified in current standards, since in legacy positioning, channel fingerprint is not considered as one of the measurements and reporting to derive the UE coordinates. The main timing-based positioning methods are based on RSTD, RTOA or RTT, up to 8 additional paths information can only be used to improve the positioning accuracy and are optional for UE positioning calculations. In this circumstance, sample-based reporting seems to be redundant, e.g., there may be many zero sampling points which have no power detected, these points cannot provide any additional information that can improve the positioning accuracy of legacy methods.
However, for AI/ML positioning which is data-driven and based on channel fingerprint, sample-based measurement and reporting has the following benefits when it is compared with path-based reporting.
1) It is suitable for capturing the channel fingerprint.
As the definition of fingerprint positioning, the key point is to analyze and compare the wireless signal features presented in different locations of the channels, that means, the features must be collected across all corners of the channel evenly, and as fine as possible. The time information of sample-based measurement will be integers of sampling periods, which is naturally evenly distributed. The channel fingerprint database can be directly established by sample-based measurements without further post-processing.
2) It is beneficial for data consistency.
For path-based reporting, 3GPP does not specify the detailed methods or algorithms of path detection, that is, what can be defined as a path will be dependent on UE/gNB implementation. Therefore, even for the same or similar channel environment, different UEs equipped with different path detection methods may give different path values, a weak path may be counted as a valid path for some UEs with powerful noise elimination methods while not be counted for some other UEs with no such techniques. It will cause severe inconsistency among data samples.
Since AI/ML positioning is the data-driven technology, and the model will learn the channel features from the fingerprint data, it is crucial to keep the consistency among data samples, not only between training and inference data, but also among training samples, otherwise the model cannot be trained properly. 
3) It is widely evaluated among companies.
During the release 18 study item period, many companies evaluated AI/ML positioning by using sample-based assumptions, it is easier for companies to reach consensus based on similar backgrounds.
Admittedly, the overhead of sample-based measurements and reporting may be higher than path-based, because the number of sample points may up to hundreds while the detected path number is typically much less (e.g., currently only 1+8 = 9 paths reporting are supported). However, there are plenty of techniques to mitigate the overhead issue, e.g., the reporting format design, the truncation of the samples and the configuration for partial reporting. Furthermore, at least for case 3b, which the reporting direction is from gNB to LMF, the overhead will not be an issue since the reporting is not via air interface.
Observation 1 The pros and cons of sample-based and path-based measurements and reporting are listed in the following table 1:
Table 1 Pros and Cons of Sample-based and Path-based Measurements and Reporting
	
	Implementation dependency
	Consistency between-training and inference
	Overhead of the reporting

	Sample-based
	Low, reflect the fingerprint of the channel directly
	Easy to keep the consistency
	Medium

	Path-based
	High, how to detect the path is the implementation issue
	Difficult, path detection way during training and inference may be different
	Low



Observation 2 From the training-inference consistency perspective, Sample-based measurements have the obvious advantage over path-based measurements.
Therefore, we believe that sample-based measurements should be used as the model input to support AI/ML positioning.
Proposal 1 Prioritize the study on sample-based measurements and reporting as model input to support AI/ML positioning.

Timing information of Sample-based reporting
In RAN1 #116 discussion, the timing information is one of the issues for both sample-based and path-based reporting, the following agreement was given:
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time.


Some companies proposed to have a reference time as the starting point to calculate the timing information per sample or per path, one of the solutions is to follow the UL RTOA reference time definition in LTE and NR as follows:
	[image: ]


For path-based reporting, it is natural to follow such definition of reference time for both DL and UL reporting for case 2b and case 3b, however, for sample-based reporting, the reference time may not be necessary, if a pre-defined or configured reporting window is introduced, it can be used to cover and replace the function of reference time.
Observation 3 If a reporting window can be defined and the starting point of the window can cover the reference time, thus no need to have a separate discussion on reference time. 
It is necessary to have specific study on the feasibility and benefits of both options to support sample-based measurements and reporting.
Proposal 2 Study at least the feasibility and benefits of the following options to report timing information for sample-based measurements.
	Option 1 Timing information reporting based on reference time.
	Option 2 Timing information reporting based on reporting window.
From our point of view, the study on reporting window can be prioritized over reference time, because for sample-based measurements, the expected measurement time can be configured without considering the path detection methods, a unified window can be configured for all TRPs, the UE’s task is to report everything captured inside the window even if there is no obvious peak detected.
There are two key factors for the reporting window design as follows:
· The starting point of the sample-window.
· The length of the sample-window.
If the starting point of the sample-window can be pre-defined or configured, it can be used to replace the reference time.
Proposal 3 For sample-based measurement, the start of sample-window to be reported is suggested to be studied and defined instead of reference time.
For the window length, it is related to the sampling period and the necessary number of samples, there are several aspects may need to be studied for the window length configuration, we have the following proposal:
Proposal 4 Study the following aspects of defining the length of the sample-window:
· Configuration-based values.
· Candidate value is up to the applied scenarios.
· The length of the sample-window for each PRS is the same in one reporting.

Power information reporting
In current specifications, the path power RSRPP for both uplink and downlink have been defined for path-based power reporting, the power range is from -156 to -31dBm. According to the evaluation results, this range is also applicable for the sample-based power. Therefore, it is suggested to follow the RSRPP power range and format to report the sample-based power.
Proposal 5 Re-use the format of DL/UL RSRPP for the sample-based power information reporting of case 3b/2b model input.

Channel Phase
In addition to timing and power, phase information has also been discussed as potential candidates of AI/ML positioning model input of case 2b and case 3b. The following agreement is given from RAN1 #116 meeting:
	Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded.
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


From our point of view, the phase measurement is heavily dependent on implementation, the measured phase may vary even if the locations of transmitter and receiver are not changed. It is difficult to align the details on the phase measurement, considering the limited gain and extra overhead brought by introducing channel phase information, it is suggested that phase is deprioritized to be captured as model input.
Proposal 6 Deprioritize the study on taking channel phase information as AI/ML positioning model input.
Model Output
The model output of case 3a and 2a were discussed in RAN1 #116 meeting and the following agreements had been given:
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


The LOS/NLOS indicator has been specified since release 17, both hard value and soft value are defined to assist UE positioning calculation. From the evaluation results of release 18, these values can be reused as the model output of case 3a/2a without format enhancements.
Proposal 7 Re-use the format of LOS/NLOS indicator to support AI/ML model output reporting for case 3a/2a.
Proposal 8 For single model output of case 3a/2a, the reporting of the timing information given in above agreements can re-use legacy formats.
On one hand, the usage of the AI/ML model output may be different from the legacy ones, e.g., the timing information derived by legacy method may not be always corresponding to the true values (e.g., the TOA of LOS path) so it must be attached with additional information such as LOS/NLOS indicator to improve the accuracy; while for AI/ML method, the models are trained with ground truth labels, so the model output will always be the timing values of the virtual LOS, at this circumstance, the LMF does not need related LOS/NLOS information anymore because it should trust the timing information to derive the UE locations directly. LMF has different actions towards legacy and AI/ML methods, so it is necessary to figure out the potential specification impact for AI/ML output only.
In RAN #116 meeting, some companies proposed to have AI/ML indicator attached with model output to distinguish legacy output and AI/ML output. From our perspective, it is not always necessary, since for the UE-side model, if there are something need to be reported, the functionality/model will be identified prior to the activation of the functionality/model, no matter what granularity of the identification, the NW including LMF is able to know the beginning and ending of the entire AI/ML LCM session, basically every output reported under the LCM session is naturally classified as AI/ML without the need of explicit indication. For the NW-side model, it is simpler, the NW can intrinsically know where the output from itself, even for case 3a, LMF can know everything about the AI/ML functionality/model via NRPPa signaling (e.g., TRP information exchange).
Observation 4 It may not be necessary to deliberately use indicators to distinguish legacy and AI/ML output, since AI/ML output can be known by NW from functionality/model identification.
On the other hand, there may be some AI/ML specific enhancements for study. We have noticed that there are some imperfections for AI/ML models, especially for positioning, e.g., the training dataset may not be perfect, some model input may suffer from high level channel noise/interference, or there may not be sufficient ground truth labels with high accuracy (e.g., low density of PRUs), if the training process is not perfect, the model output may also not 100% accurate. Furthermore, from the release 18 study, we found that it is difficult to perform model performance monitoring for AI/ML positioning use cases, partly due to lacking ground truth labels and partly due to the difficulty to connect the model performance with the wireless communication system metrics. 
Therefore, we believe that the reliability/availability information of the model output should be studied and specified to improve the model performance, one solution is to have multiple output to mitigate the uncertainty brought by AI/ML models. For example, if the model output is timing information such as RSTD/RTOA of the virtual LOS, the LMF can configure UE/gNB to report one or multiple output according to the reliability/availability of these model output:  if it is highly reliable, LMF may use only one model output to calculate the UE coordinates, while if it is not reliable enough, LMF may use multiple model output with different reliability to improve the positioning accuracy. The details of the example are sketched as the following figure 1:


Figure1 Multiple timing information model output of case 2a/3a
If the perfect situation, it may be enough to report only one timing information as model output, while for some imperfect situations, additional timing information may need to be reported as well to improve the positioning accuracy. The number of timing for reporting should be configured dynamically by LMF for case 2a/3a.
Proposal 9 Considering potential challenges and imperfections during training and monitoring phase of AI/ML positioning, a more inclusive framework for different types of model output would be desirable (e.g., multiple model output of timing information).
Proposal 10 Regarding model output of case 2a and case 3a, timing information with the following enhancement is suggested to be studied:
· LMF configure performance criteria to check the reliability/availability of the model output (e.g., virtual LOS related timing information output). 
There may be some related LCM signaling design to support this enhancement, e.g., functionality activated by LMF or identified from UE, the related discussion can be left for general LCM discussion.

Model Monitoring
Case 1 
In RAN1 #116 meeting, the following proposal was given by FL for discussion:
	Proposal 7.1.2-1
For model monitoring in Case 1, consider the following options in terms of model monitoring entity and LCM decision making entity: 
Alternative 1. UE makes the LCM decision of UE-side model. UE is also responsible for calculating the performance monitoring metric and making model monitoring decision. The following options can be further considered:
Option (a) Model monitoring is up to UE implementation. There is no need to specify a performance monitoring metric, or a threshold for making performance monitoring decision.
Option (b) LMF provide a performance monitoring metric threshold to the UE. UE makes the LCM decision by comparing the calculated performance metric and the threshold. Standardization effort is needed for the performance metric definition and signaling for the LMF to send the performance monitoring metric threshold to UE.
Alternative 2. LMF makes the LCM decision of UE-side model. The following options can be further considered:
Option (a) UE reports to LMF the information needed for calculating the monitoring metric. LMF is responsible for calculating the performance monitoring metric and making the LCM decision. 
Option (b) UE is responsible for calculating the performance monitoring metric. UE sends the performance monitoring metric to LMF to facilitate LMF making the LCM decision.
Option (c) UE is responsible for calculating the performance monitoring metric and making model monitoring decision. UE reports the model monitoring decision to LMF to facilitate LMF making the LCM decision.


Basically, two procedures need to be confirmed for case 1 model monitoring: metrics deriving and decision making. For metrics deriving, there are two ways to perform the model monitoring metrics deriving as follows:
1) If label-based monitoring methods are adopted, UE needs the ground truth labels to compare with model output, in TR38.843, the following ways to generate labels are provided:
· UE can generate labels with non-NR or NR legacy positioning methods, this way may not be reliable for case 1 model monitoring. Firstly, NR-based positioning methods are not reliable themselves, that is why AI/ML positioning is introduced to improve the positioning accuracy. Secondly, non-NR methods such as GNSS may provide accurate UE labels but for scenarios like indoor factory, they may not be able to work properly. Thirdly, even if some UEs has some local methods such as motion senser to provide exact locations, how it can be applied to deduce the labels for the UE under model monitoring is a big problem.
· NW with PRU knowledge to provide labels, it is true that PRU can provide its exact location and related measurements between PRU and NW, however, for the UE-side model, the network does not have the knowledge to judge the relationship (e.g., distance) between the UE under monitoring and the PRU, so accurate labels are not feasible by using PRU information.
Therefore, we do not think the label can be easily always obtained via the above-mentioned methods for case 1 model monitoring, even if the label can be somehow achieved with extra effort, the logic will still be that why do not adopt the label as positioning output instead of AI/ML model. From the specification point of view, the label generation by PRU or label generation by non-NR method is out of the scope of 3GPP and can be realized by implementation way. Thus, there is no strong need for specification enhancement to support label-based model monitoring.
Proposal 11 Label-based model monitoring metrics deriving for Case 1 can be realized via specification-transparent way.
2) If label-free methods are adopted, UE needs the training/stored data to compare with model input, it has been agreed that UE and UE-side OTT server can be used for UE-side model training entity, while LMF is still pending for agreement that whether it can be used to train UE-side model or not. From our point of view, due to privacy concerns, UE-side OTT server will be used for UE-side model offline training, the training data will either be collected locally, or be collected via the network (e.g., LMF) via non-3GPP way to the UE-side OTT server. 
Proposal 12 No strong need to study specification enhancement to support label-free model monitoring metrics deriving for Case 1, since the training data statistics are available inside UE or UE-side OTT server.
Therefore, for metrics deriving of case 1 model monitoring, the following proposal is given:
Proposal 13 For case 1, UE is responsible for the metrics deriving of model monitoring.
And for the decision-making part, there can be multiple options as mentioned in the proposal above:
· Option 1 LMF configures conditions/threshold for UE to make decision by itself.
· Option 2 UE reports the derived metrics to LMF and LMF makes decision.
· Option 3 UE makes model decisions and report to LMF, LMF configures the LCM decisions.
From our point of view, it is related to the details of model/functionality identification, e.g., if the functionality can be UE-side model output, then UE can perform model switching, selection or fallback all by itself without reporting LMF if the output is same as case 1 (UE coordinates). Meanwhile, LMF may send assistance information such as service requirements as threshold to guide UE making decisions. However, it is redundant for UE to report metrics to LMF and let LMF make decision since LMF has no further knowledge to make better decisions than UE.
Another possibility is that functionality switching is necessary, e.g., it is required to switch from case 1 to case 2a so the model output is changed, or even the model will be switched to NW-side model, then it is obvious that UE cannot make decision by itself since it does have the knowledge of other models, but at least it can make decisions on the models deployed at itself. 
Anyway, the down-selection is heavily relied on the details of further model/functionality identification progress, and the focus of this discussion should be in AI 9.1.3 and the subsequent signaling design will be discussed in RAN2.
Proposal 14 Further details of LCM such as functionality/model identification is necessary to down select the alternatives of decision-making procedures for case 1.
Case 3a
There are several ways to have ground truth labels for case 3a, in TR38.843, we have the following descriptions:
	-	Network entity generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	 At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
……
-	At least network entity with known PRU location is identified to generate ground-truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)


For case 3a, both model input and output are available within gNB, while final UE location will be calculated in LMF. gNB makes decisions based on derived metrics, it has the following options:
1) If label-based monitoring methods are adopted, both gNB and LMF can derive the metrics based on model output and labels, if gNB derives the metrics, then gNB can have labels of the timing, phase, angle or LOS/NLOS indicator information within gNB and no need to obtain labels from other entities, no specification impact is expected. On the other hand, if LMF takes UE locations as labels, it may send signaling to gNB to request specific model output reporting, LMF derives the monitoring metrics and sends them to gNB. 
Proposal 15 Study the candidate schemes for Case 3a label-based model monitoring including:
· Alternative-1: gNB derives monitoring metrics if labels are available in gNB.
· Alternative-2: LMF provides ground truth labels or related information to gNB.
2) If label-free monitoring methods are adopted, gNB needs the training/stored data to compare with model input, from current RAN2 agreement, at least gNB and OAM can be used to train gNB-side model, if gNB trains the model then no data transmission required for model monitoring, while if OAM trains the model, the data transmission procedure is beyond RAN1 scope.
Proposal 16 Label-free monitoring for Case 3a may not have RAN1 specification impact.

Case 3b
In RAN1 #116 meeting, the following agreement has been reached:
	Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 


Like other sub use cases, there are two ways to perform model monitoring:
1) Label-based methods:
The key point is the label obtaining, basically LMF may need to trigger some additional measurement report for collecting labels, e.g., PRU measurement report or multiple-TRP measurement report. Therefore, if there can be some assistance information to help LMF-side model monitoring, it is related only to data collection for model monitoring. And the details can be left for RAN2/3 discussion. 
2) Label-free methods:
Like case 1, label-free methods are for LMF implementation since LMF has the training data statistics, no assistance information needed.
Proposal 17 The potential assistance information/measurement report may be data collection procedure related; the details may need to be discussed in RAN2/3 to support case 3b model monitoring.

Data Collection
Data collection is necessary for the entire AI/ML lifecycle management, in the previous sections, we have discussed model inference and model monitoring for AI/ML positioning accuracy enhancement, and the related data collection procedure and requirements have been roughly discussed, so in this session, we will focus on the data collection for model training.
The major points for discussion of data collection are:
· What data is to be collected to support model training.
· What additional information to be collected with data to support model training.
· What specification support is needed to complete procedure of data collection for model training.
For the first and second aspects, we would like to give general analysis for all subs use cases, while for the last aspect, analysis per sub use case will be given since the specification impact may be different per sub use case.

A. What data is to be collected to support model training.
The data contents of model training data collection for positioning have been given in the LS Reply to RAN2 [3] as follows:
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info.
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	


Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power, and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
The data used for model training contains two parts: model input and corresponding labels.
Based on the above description, it can be seen that the training data types for model input are the same as model inference, no new measurement or data contents are introduced specifically for AI/ML positioning model training. 
The contents of labels used for model training are similar to model monitoring as well, e.g., for direct positioning, the labels are UE coordinates, while for assisted positioning, the labels are intermediate results such as TOA, no new content of labels is needed to support model training.
Observation 5 No need to introduce training specific measurement and reporting for data collection of both model input and labels to support AI/ML positioning model training.

B. What additional information to be collected with data to support model training.
In RAN1#116 meeting, the following proposal was given by FL for discussion:
	Proposal 5.1.3-1
In Rel-19 AI/ML based positioning, labelled data samples are collected for building a training dataset. A labelled training data sample include at least the following components:
· From measurement data generation entity:
· Channel measurement (corresponding to model input), e.g., CIR, PDP, DP
· Quality indicator of channel measurement, e.g., SNR/SINR
· Time stamp of channel measurement
· From label data generation entity:
· Ground truth label (corresponding to model output), e.g., location coordinate, timing information.
· Quality indicator of the label
· Time stamp of the label, if label data generation entity is different from the measurement data generation entity.
Note: the measurement data generation entity may or may not be the same as the label data generation entity.


The contents listed in the above table including two parts:
· Data required for model training: measurements/labels.
· Assistance information for model training: quality indicator/time stamp/RS Configuration
The first bullet has been discussed before, and it will be discussed further for the details, e.g., if CIR/PDP/DP can be supported as model input. 
For the second bullet, the assistance information is mainly used for data classification to support model generalization, e.g., data associated with area M will not be used for model training when UE is located in area N. 
For the above-mentioned examples, the legacy definitions can fully support AI/ML positioning. E.g., RS configuration parameter set may be used by data generation entity to request specific measurements from LMF, but the parameters can follow the legacy contents without any enhancements. And for time stamp, it is basically used to record the when the measurement is performed, in legacy, the time information is given by SFN-slot way, and it is no need to enhance it to support AI/ML.
Furthermore, there can be more assistance information than the ones listed above and some of them should be specified to support model training, from our point of view, at least the information of applicable area of the data generation which can be used to facilitate model selection is necessary to be collected, e.g., AreaID-CellList. 
Proposal 18 To categorize data for model training, the assistance information for data collection is suggested to be studied with the considerations of the following aspects at least:
· RS Configurations.
· Time stamp.
· Quality indicator.
· Data area information.

C. Measurement and Label Generation Entities
In RAN1 116# meeting, the following proposals were given from FL for discussion:
	Proposal 5.1.3-2
Rel-19 AI/ML based positioning, support the following for providing measurement data:
· For Case 1, 2a and 2b: PRU
· For Case 3a and 3b: TRP

Proposal 5.1.3-3
Rel-19 AI/ML based positioning, support the following for providing label data:
· For Case 1 and 2a: PRU
· For Case 2b, 3a, 3b: LMF with known PRU location


From our point of view, at least UE should be included as the potential candidates for providing both measurement and label data for case 1 and 2a, since the PRU may not deploy everywhere, and the UE can provide labels with uncertainties together with measurements as part of training dataset.
Proposal 19 UE can also be used to provide measurement data and label data for model training of case 1 and case 2a.
And for NW-side model, TRP can also be considered as one entity to provide ground truth label data, at least for case 3a.
Proposal 20 For case 3a model training, TRP can be used for providing label data.
D. What specification support is needed to complete procedure of data collection for model training.
The detailed data collection for model training procedures are sub use case specific which depend on the agreed model training entity:
	For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities differ. For instance, for:
· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server. 
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group.
· Note: RAN2 identified the case in which LMF may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
· For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 
· Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
· For LMF-side model, the LMF is the termination point for training data. 


The potential specification impacts may reside in the following two options:
· Data collection configuration based on contents of data and assistance information.
· Data transmission during data collection procedure.
With the above information, discussion per use case is given below:

Case 1
Training data collection includes training input data and ground truth labels, the details of the data collection content for case 1 are as follows:
· Training input data: case 1 is based on PRS measurements, but the on demand PRS measurements cannot be used for model training since no associated label information is available, meanwhile, UE itself cannot provide any training input. The only way to collect training is to request them from the network, specifically, LMF.
· Ground truth labels: ground truth labels can only be collected and stored in LMF with non-NR or NR methods from UE and/or PRU which are in the control scope of the LMF. 
Therefore, the [training input data, ground truth labels] pairs can only be obtained from previous UE/PRU measurements under LMF’s control, no matter which positioning methods are used. UE/PRU data must be collected by LMF first to support further model training.
For the label generation, some feasible options are listed below: 
· The cell/site/scenario channel information can be obtained, maintained, and updated by certain PRUs (e.g., moving AGVs, ample pre-stalled PRUs all over the areas), that is, the pairs of training input data and ground truth labels are sufficient and accurate for the model training of a new entering UE.
· The PRUs of a cell/site/scenario are not perfect, either the number of PRUs are relatively small, or the PRUs are not available permanently (e.g., at one time, an ordinary UE can be regarded as PRU if some conditions are met, but at another time, it cannot be regarded as PRU since the conditions cannot be met).
· There is no PRU available in a cell/site/scenario, only ground truth labels with legacy positioning methods derived by UE or LMF stored in LMF, the accuracy of the labels cannot be guaranteed.
From the above options, it is obvious that for different label generation capability, the corresponding specification impacts are different. 
If PRUs are sufficient, the labels will be collected in specification transparent way and no quality/error information is needed.
If PRUs are not sufficient, labels from UE must be used to support model training, for which the label accuracy cannot be guaranteed, further discussion should be made on the label with quality/error information. 
There may be data reporting on multiple samples from UE/PRU to LMF, the resources for both UE/PRU storage and uplink air interface are scarce, therefore LMF configuration on data storage and reporting is necessary, e.g., only qualified data with configured threshold will be stored and reported.
Proposal 21 Regarding data collection for Case 1 model training, study LMF configurations on UE/PRU data storage and reporting.
The data transmission from LMF to UE can be in 3GPP transparent way since UE-side model will be trained in UE-side OTT server.
Observation 6 The data transmission from LMF to UE can be in 3GPP transparent manner since UE-side model will be trained at UE-side OTT server.

Case 3a
Training data collection includes training input data and ground truth labels, the details of the data collection content for case 3a are as follows:
Training input data: case 3a is based on SRS measurements, UE sends SRS to gNB to measure intermediate results such as CIR/PDP/DP/RSRP/RSRPP/RSTD etc.
Ground truth labels: since case 3a is assisted model, ground truth labels are intermediate results such as timing, phase, angle, LOS/NLOS indicator, which are calculated by the collected measurements. 
The issue is that gNB itself cannot generate labels, because gNB has no knowledge on the measured TOA/phase with NLOS presence, so the only entity which can provide labels is LMF, gNB must obtain labels from LMF to facilitate case 3a model training.
Moreover, the intermediate results can be obtained by the following ways:
· If PRUs (or UE with highly dependent location information) are available, LMF can retrieve PRU/UE location, TRP location, PRU-based measurements to deduce the intermediate results such as TOA.
· If PRUs are not available, LMF can collect measurements from multiple TRPs to estimate the UE locations, then calculate the intermediate results such as TOA.
If PRUs are sufficient, the labels will be collected in specification transparent way and no quality/error information is needed.
If PRUs are not sufficient, the specification impact of LMF provides ground truth to gNB needs to be studied.
Proposal 22 Regarding data collection for Case 3a model training, study the specification impacts of the ground truth label provided by LMF to gNB.
The training data transmission is not expected to be an issue, because the collected data will not be transmitted via air interface if gNB trains the model, the only information transmitted between gNB, and UE is the configured SRS.
If OAM is used for gNB-side model training, then potential data collection may be necessary which OAM is the termination point of the data flow, some higher layer framework such as MDT may be used. However, the details are up to RAN2 discussion and no RAN1 specification support is expected on the basis of LS Reply on data collection from RAN1 to RAN2 in R18.
Observation 7 If OAM is used to train Case 3a model, there will be no additional RAN1 specification effort to support higher layer data collection framework.

Case 3b
Training data collection includes training input data and ground truth labels, the details of the data collection content for case 3b are as follows:
Training input data: case 3b is based on SRS measurements, UE sends SRS to gNB to measure intermediate results such as CIR/PDP/DP/RSRP/RSRPP/RSTD etc.
Ground truth labels: case 3b is direct AI/ML model, so the labels will be UE locations attached with certain SRS measurements.
Only gNB can be used to generate input, new/enhanced measurements may need to be specified to support data collection, however, the potential specification support is the same for model inference, and no additional effort to support model training only.
LMF may have or collect the label information from itself or PRU, however, the usage of PRU will also be legacy way without additional specification support.
Proposal 23 Regarding data collection for Case 3b model training, additional specification support is not needed.

Common Aspects
In this part, we would like to discuss the following general aspects:
· Model transfer/delivery.
· Functionality/model identification

Model Transfer/Delivery
The model delivery/transfer cases are listed in the following table by TR38.843:
	Table 4.3-1 introduces different options for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models:
Table 4.3-1: Model delivery/transfer cases
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.






Besides Case y (with UE-side model training), other cases (z1 to z5) have challenges including offline cross-vendor collaboration, UE implementation feasibility and optimization, and proprietary design, as what had been discussed in Rel-18 SI and what had been summarized in the TR38.843. 
For UE-side model, such as Case 1 and Case2a, its model is optimized based on the hardware/firmware of UE’s chip. A model trained at NW side and sent to UE cannot directly work or as the update version of UE’s model in the chip. Further offline engineering is heavy to support z1 to z5. Even if it can be supported, there is no strong need to provide a standardized solution for this procedure.
Proposal 24 No efforts are expected to study specification impact for model transfer/delivery for AI/ML positioning in R19.

Functionality identification and model identification

In TR38.843, the following information for functionality/model identification are given:
	AI/ML functionality and model identification:
-	Validity conditions, e.g., applicable area/[zone/] scenario/environment and time interval, etc.
-	Model capability, e.g., positioning accuracy quality and model inference latency.
-	Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information.
-	Note: the above-mentioned examples and terms “validity conditions,” “model capability,” and “Conditions and requirements” can be referred to the conditions and additional conditions discussed in the context of the model identification and functionality identification in clause 4.2.



Functionality identification
Since only one-sided model is assumed for Case 1/2b/3b, functionality identification and functionality-based-LCM can be assumed as the basic framework for positioning.

Model Identification
Besides functionality identification, model-ID, and model identification are continuously studied in Rel-19. In normative phase of positioning, the model identification via validity conditions can be studied. In this sense, it is equivalent to a model validation procedure.
For Case 1 and Case 2a, the challenge to UE-side model lies in its generalization capability. For RF-finger-print-based methods in nature, it is almost impossible for a UE to have a high positioning accuracy with a universal model. In indoor application scenarios (e.g., InF), different rooms, zones, floors, or location areas in general may require different models, respectively. 
For UE-side model, UE capability report is one way to exchange such kind of applicable-area-information between UE and NW. Besides, additional procedure can be considered to facilitate more flexible and timely reports on the area information.
Observation 8 Applicable-area-information exchange between NW and UE is needed for model validation checking before activation. 
Proposal 25 Study Applicable-area-information identification and/or indication between NW and UE for UE-side model, including at least the following:
· Identification via UE capability report.
· Identification via the procedures other than UE capability report.

Training and inference consistency
In RAN1 #116 meeting, the following proposals were given by FL for discussion.
	Proposal 6.2-1
For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, validity area need to be consistent between training and inference.
· FFS: how to indicate the validity area information.
Proposal 6.2-2
For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, reference signal configuration and measurement need to be aligned between training and inference.
· For DL measurement, the reference signal refers to DL PRS. 
· For UL measurement, the reference signal refers to UL positioning SRS. 
· FFS: the details of the reference signal configuration.


Following the above 2.4.2 discussion, we believe that validity area information can be used to assure the consistency between training and inference phase, and the validity area can be indicated by considering existing definitions in TS37.355 as a starting point.
Proposal 26 Validity area information can be used to indicate the training/inference consistency.
For RS configuration, it is suggested that further study should be taken for the necessity of using it as consistency indicator, one of the considerations is that some RS configuration parameters may impact the data, e.g., the RS bandwidth. However, if these parameters need to be identified separately or merged into functionality/model identification procedure should be further discussed.
Proposal 27 Study which PRS/SRS configuration parameters can be used as the indicator of training/inference consistency and how to specify them.

Conclusion
Model Inference
Observation 1 The pros and cons of sample-based and path-based measurements and reporting are listed in the following table 1:
Table 1 Pros and Cons of Sample-based and Path-based Measurements and Reporting
	
	Implementation dependency
	Consistency between-training and inference
	Overhead of the reporting

	Sample-based
	Low, reflect the fingerprint of the channel directly
	Easy to keep the consistency
	Medium

	Path-based
	High, how to detect the path is the implementation issue
	Difficult, path detection way during training and inference may be different
	Low



Observation 2 From the training-inference consistency perspective, Sample-based measurements have the obvious advantage over path-based measurements.
Proposal 1 Prioritize the study on sample-based measurements and reporting as model input to support AI/ML positioning.
Observation 3 If a reporting window can be defined and the starting point of the window can cover the reference time, thus no need to have a separate discussion on reference time. 
Proposal 2 Study at least the feasibility and benefits of the following options to report timing information for sample-based measurements.
	Option 1 Timing information reporting based on reference time.
	Option 2 Timing information reporting based on reporting window.
Proposal 3 For sample-based measurement, the start of sample-window to be reported is suggested to be studied and defined instead of reference time.
Proposal 4 Study the following aspects of defining the length of the sample-window:
· Configuration-based values.
· Candidate value is up to the applied scenarios.
· The length of the sample-window for each PRS is the same in one reporting.
Proposal 5 Re-use the format of DL/UL RSRPP for the sample-based power information reporting of case 3b/2b model input.
Proposal 6 Deprioritize the study on taking channel phase information as AI/ML positioning model input.
Proposal 7 Re-use the format of LOS/NLOS indicator to support AI/ML model output reporting for case 3a/2a.
Proposal 8 For single model output of case 3a/2a, the reporting of the timing information given in above agreements can re-use legacy formats.
Observation 4 It may not be necessary to deliberately use indicators to distinguish legacy and AI/ML output, since AI/ML output can be known by NW from functionality/model identification.
Proposal 9 Considering potential challenges and imperfections during training and monitoring phase of AI/ML positioning, a more inclusive framework for different types of model output would be desirable (e.g., multiple model output of timing information).
Proposal 10 Regarding model output of case 2a and case 3a, timing information with the following enhancement is suggested to be studied:
· LMF configure performance criteria to check the reliability/availability of the model output (e.g., virtual LOS related timing information output). 
Model Monitoring
Proposal 11 Label-based model monitoring metrics deriving for Case 1 can be realized via specification-transparent way.
Proposal 12 No strong need to study specification enhancement to support label-free model monitoring metrics deriving for Case 1, since the training data statistics are available inside UE or UE-side OTT server.
Proposal 13 For case 1, UE is responsible for the metrics deriving of model monitoring.
Proposal 14 Further details of LCM such as functionality/model identification is necessary to down select the alternatives of decision-making procedures for case 1.
Proposal 15 Study the candidate schemes for Case 3a label-based model monitoring including:
· Alternative-1: gNB derives monitoring metrics if labels are available in gNB.
· Alternative-2: LMF provides ground truth labels or related information to gNB.
Proposal 16 Label-free monitoring for Case 3a may not have RAN1 specification impact.
Proposal 17 The potential assistance information/measurement report may be data collection procedure related; the details may need to be discussed in RAN2/3 to support case 3b model monitoring.
Data Collection
Observation 5 No need to introduce training specific measurement and reporting for data collection of both model input and labels to support AI/ML positioning model training.
Proposal 18 To categorize data for model training, the assistance information for data collection is suggested to be studied with the considerations of the following aspects at least:
· RS Configurations.
· Time stamp.
· Quality indicator.
· Data area information.
Proposal 19 UE can also be used to provide measurement data and label data for model training of case 1 and case 2a.
Proposal 20 For case 3a model training, TRP can be used for providing label data.
Proposal 21 Regarding data collection for Case 1 model training, study LMF configurations on UE/PRU data storage and reporting.
Observation 6 The data transmission from LMF to UE can be in 3GPP transparent manner since UE-side model will be trained at UE-side OTT server.
Proposal 22 Regarding data collection for Case 3a model training, study the specification impacts of the ground truth label provided by LMF to gNB.
Observation 7 If OAM is used to train Case 3a model, there will be no additional RAN1 specification effort to support higher layer data collection framework.
Proposal 23 Regarding data collection for Case 3b model training, additional specification support is not needed.
Model Transfer
Proposal 24 No efforts are expected to study specification impact for model transfer/delivery for AI/ML positioning in R19.
Functionality/Model Identification
Observation 8 Applicable-area-information exchange between NW and UE is needed for model validation checking before activation. 
Proposal 25 Study Applicable-area-information identification and/or indication between NW and UE for UE-side model, including at least the following:
· Identification via UE capability report.
· Identification via the procedures other than UE capability report.
Training/Inference Consistency
Proposal 26 Validity area information can be used to indicate the training/inference consistency.
Proposal 27 Study which PRS/SRS configuration parameters can be used as the indicator of training/inference consistency and how to specify them.
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The UL RTOA reference time is defined as T, + tsgs, where
- To 1s the nominal beginning time of SFN 0 provided by SFN Initialization Time [15, TS
38.455]
- tegs = (10mg+ ngg) X 1073, where ng and ng are the system frame number and the
subframe number of the SRS, respectively.
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