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1 Introduction
Rel-18 AI/ML for air interface Study Item (SI) provided a comprehensive study on the representative use cases about CSI feedback enhancement, encompassing both performance and potential specification impact. The corresponding outcomes were captured in Technical Report (TR) 38.843 [1]. Regarding CSI feedback enhancement, Rel-19 Work Item (WI) believed that further study is required to address some significant issues before determining whether it should progress into the normative work [2]. In this contribution, we provide our views on CSI prediction.
	[bookmark: OLE_LINK131][bookmark: OLE_LINK133]Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· [bookmark: OLE_LINK115][bookmark: OLE_LINK116]Alleviate/resolve issues related to inter-vendor training collaboration.
[bookmark: OLE_LINK120][bookmark: OLE_LINK121]while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain).


2 [bookmark: OLE_LINK118][bookmark: OLE_LINK119]Previous agreements
The following agreements were reached in the previous meeting [3].
	[bookmark: OLE_LINK36][bookmark: OLE_LINK37]Agreement
For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity.
· Note: Rel-18 CSI-RS configuration/reporting can be reused. 
· Note: additional EVM and corresponding template to collect the results can be updated.

Agreement
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· R18 eType II doppler codebook is assumed for CSI report for both AI/ML and Non AI/ML prediction. 
· Companies to report the assumption for N4, which could be 1, 2, 4, 8.

Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression). 

Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided. 

Conclusion
For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.

Agreement
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged) 
· Aperiodic: Optional, CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II)
Note: Companies to report observation window (number/distance) and prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance) on their evaluation.

Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.

Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.

Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.


3 Discussion on performance and complexity
[bookmark: OLE_LINK186][bookmark: OLE_LINK187][bookmark: OLE_LINK25][bookmark: OLE_LINK26][bookmark: OLE_LINK27]In previous evaluations, typically, the output of the AI/ML model for CSI prediction is raw channel (i.e., full Tx*Rx MIMO channel matrix). To our understanding, for CSI prediction using UE-side model, it is difficult for UE to report the predicted raw channel to NW. Instead, similar to legacy CSI feedback, UE still needs to calculate the corresponding CSI (e.g., RI, PMI, CQI) based on the predicted raw channel, and then report the determined CSI to NW. Therefore, we propose that the type of output can be directly designed as the predicted CSI (e.g., RI, PMI, CQI) to study the performance of AI/ML based CSI prediction. This may be beneficial for the evaluation based on the eventual KPI (e.g., UPT).
[bookmark: OLE_LINK34][bookmark: OLE_LINK35]Proposal 1: Study to use predicted CSI (e.g., RI, PMI, CQI) as the AI/ML output.
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]The complexity of the AI/ML model is an inevitable issue, which will further escalate with the increase in observation (or measurement) time instances or/and future (or predicted) time instances. Hence, it is imperative to explore effective methods for reducing the complexity of the AI/ML model. Typically, model compression serves as a common and mature approach, capable of reducing model size and computational complexity while ensuring efficiency and performance. Therefore, we should study the use of model compression, including knowledge distillation or/and model quantization, to effectively reduce the complexity of the AI/ML model.
[bookmark: OLE_LINK173][bookmark: OLE_LINK174]Proposal 2: Study to use model compression to reduce the complexity of the AI/ML model for CSI prediction.
4 [bookmark: OLE_LINK28][bookmark: OLE_LINK29][bookmark: OLE_LINK114]Discussion on performance monitoring
	Performance monitoring: 
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM:
-	Type 1:
-	UE calculates the performance metric(s)
[bookmark: OLE_LINK138][bookmark: OLE_LINK139]-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground-truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculates the performance metric(s) 
-	UE reports performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Functionality selection/activation/deactivation/switching as defined for other UE side use cases can be reused, if applicable. 
-	Configuration and procedure for performance monitoring 
-	CSI-RS configuration for performance monitoring
-	Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
-	UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report
-	Note: down selection is not precluded.
-	Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW.


[bookmark: OLE_LINK148][bookmark: OLE_LINK149][bookmark: OLE_LINK183][bookmark: OLE_LINK24][bookmark: OLE_LINK140][bookmark: OLE_LINK141][bookmark: OLE_LINK142][bookmark: OLE_LINK143]For Type 1 performance monitoring, UE may report performance monitoring output that facilitates functionality fallback decision at NW. From our perspective, the functionality fallback decision is reasonable when the following conditions are fulfilled:
· [bookmark: OLE_LINK146][bookmark: OLE_LINK147]The performance monitoring result(s) are not good.
· There are no new available AI/ML model(s) at UE side.
[bookmark: OLE_LINK144][bookmark: OLE_LINK145]Therefore, for determination or definition of the performance monitoring output that facilitates functionality fallback decision at NW, at least the above two aspects needs to be considered.
[bookmark: OLE_LINK154][bookmark: OLE_LINK155][bookmark: OLE_LINK30][bookmark: OLE_LINK31]Proposal 3: For Type 1 performance monitoring, for the determination of the performance monitoring output that facilitates functionality fallback decision at NW, at least the following aspects need to be considered:
· The performance monitoring result(s) are not good.
· There are no new available AI/ML model(s) at UE side.
[bookmark: OLE_LINK162][bookmark: OLE_LINK163]For Type 2 performance monitoring, UE needs to report the predicted CSI and corresponding ground-truth CSI to NW to calculate the monitoring metric(s). Regardless of the quantization accuracy of the ground-truth CSI or predicted CSI (e.g., raw channel), it may result in huge additional CSI feedback overhead. However, from our perspective, this may not be a cause for worry. Actually, the performance of a well-trained model generally does not degrade frequently, hence, performance monitoring is not a frequent operation. Therefore, the overhead caused by reporting the ground-truth CSI and the predicted CSI should not be a significant concern.
To our understanding, the association between reporting the predicted CSI and reporting the ground-truth CSI needs to be studied. For instance, UE can use a single measurement report to simultaneously report the predicted CSI and corresponding ground-truth CSI. Optionally, UE can use respective measurement reports to report them, but the association between these two measurement reports needs to be specified.
[bookmark: OLE_LINK151][bookmark: OLE_LINK150][bookmark: OLE_LINK32][bookmark: OLE_LINK33]Observation 1: In practice, performance monitoring may not be a frequent operation, thus the overhead of reporting the predicted CSI and the ground-truth CSI should not be a significant concern.
Proposal 4: For Type 2 performance monitoring, study the association between reporting the predicted CSI and reporting the ground-truth CSI.
For Type 3 performance monitoring, UE needs to report the calculated performance metric(s) to NW. Based on our understanding, performance monitoring may be based on the performance metrics calculated multiple times over a period of time. In this case, UE can report the performance metric(s) calculated each time, which allows NW to timely understand the performance of the AI/ML model. Optionally, if there is no need for timeliness, it is also possible to consider UE reporting statistical value(s) of performance metrics calculated multiple times to save unnecessary reporting overhead.
Proposal 5: For Type 3 performance monitoring, the performance metric(s) reported by UE may derive from the results of a single calculation, or on the results of multiple calculations (i.e., statistical performance metric).
Regarding performance gain evaluation, we think a more precise performance monitoring method is necessary to evaluate the performance more carefully. One issue during performance monitoring is that there are cases where the target timing (e.g., CSI application time) of predicted CSI may not always be aligned with the timing of available ground-truth CSI.
Proposal 6: Study how to refine the performance monitoring procedure when the target timing of predicted CSI is not aligned with the timing of available ground-CSI truth.
5 Discussion on model switching/selection/update
[bookmark: OLE_LINK13][bookmark: OLE_LINK14][bookmark: OLE_LINK156][bookmark: OLE_LINK157][bookmark: OLE_LINK160][bookmark: OLE_LINK161][bookmark: OLE_LINK158][bookmark: OLE_LINK159][bookmark: OLE_LINK181][bookmark: OLE_LINK182]For model switching, model selection and model update, the input or/and output of the new switched/selected/updated AI/ML model may change. For CSI prediction, the type, format or size of the input or/and output of the new AI/ML model may differ from those of the current AI/ML model. Specifically, for CSI prediction, information related to input/output such as the observation window length, the number of measurement time instance, the prediction window length, and the number of future (or predicted) time instances may undergo changes. For UE-side model, if UE does not report these changes, it may affect NW’s configuration for the CSI-RS resource and/or CSI report, consequently affecting data collection and model inference. Therefore, for model switching, model selection and model update, if the input or/and output of the new AI/ML model change, UE is necessary to report the change(s) to NW.
[bookmark: OLE_LINK22][bookmark: OLE_LINK23][bookmark: OLE_LINK175][bookmark: OLE_LINK176]Proposal 7: For model switching, model selection and model update, if the input or/and output (e.g., observation window length, the number of measurement time instance, prediction window length, the number of future time instances) of the new AI/ML model change, UE is necessary to report the change(s) to NW.
Model selection requires selecting one AI/ML mode as the current used AI/ML model from multiple AI/ML models with the same functionality, which means that the performance of these AI/ML models need to be fully evaluated before model selection. In order to reduce the latency of model selection (i.e., switch to the new AI/ML model), we should study simultaneous performance monitoring for multiple AI/ML models.
[bookmark: OLE_LINK164][bookmark: OLE_LINK165]Proposal 8: Study simultaneous performance monitoring for multiple AI/ML models.
As discussed above, model switching, model selection and model update may take place at UE side to accommodate various requirements or environmental changes. In legacy CSI reporting framework, NW is generally responsible for the CSI reporting control. Namely, NW controls when, where and how the UE to perform CSI reporting. In case of AI/ML-based CSI prediction and reporting, different UEs with different AI/ML models (e.g., in terms of prediction window length, the number of predicted time instances, etc.) will have different reporting behaviours regarding when, where and how to report the predicted CSI if they are not controlled by NW but based on model characteristic. Therefore, it’s natural and efficient to reuse the legacy principle to let NW control the AI/ML-based CSI reporting behaviour. On typical example may be that although UE (with one or more AI/ML models) has capability to predict 10 CSI instances once, while it only needs to predict/report 5 CSI instances under configuration from NW.
[bookmark: OLE_LINK20][bookmark: OLE_LINK21]Proposal 9: AI/ML-based CSI prediction and reporting should be performed under NW configurations.
6 Discussion on data collection
[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK177][bookmark: OLE_LINK178]For UE-side model, when the decision of model update or model training is made by UE, a request for data collection is typically sent to NW. Subsequently, NW transmits CSI-RS to facilitate UE in collecting new data based on the received CSI-RS. In addition to the request for data collection, UE also needs to provide certain information that could affect NW’s configuration for CSI-RS resource, especially time domain related configuration. To our understanding, at least the CSI measurement period in the observation window and the CSI prediction period in the prediction window need to be provided to NW.
[bookmark: OLE_LINK179][bookmark: OLE_LINK180][bookmark: OLE_LINK19]Proposal 10: For data collection for CSI prediction using UE-side model, at least the CSI measurement period in the observation window and the CSI prediction period in the prediction window need to be provided from UE to NW.
7 Discussion on CSI measurement and reporting
CSI prediction may save the overhead of CSI measurement and reporting significantly, especially for periodic CSI measurement and reporting. Scenario/configuration specific model (including specific configuration/channel condition) may provide performance benefits in CSI prediction use case as discussed in [1]. For CSI prediction, CSI feedback timing may need to adapt to the traffic arrival rate and channel condition. A set of CSI update points can be represented as a set of CSI update times or locations by UE.
In case of AI/ML-based periodic CSI measurement and reporting, for the future time instance(s) corresponding to the predicted CSI(s), UE does not need to receive the CSI-RS(s) or (and) perform CSI reporting. For this purpose, NW can release or deactivate the CSI report at these time instance(s). However, due to acquiring CSI may be a continuous and periodic behaviour, NW needs to configure/activate or release/deactivate the same CSI report frequently. Therefore, for reduction of unnecessary signalling overhead, we should study the mechanism of discontinuous periodic CSI measurement and reporting.
UE can be provided with a periodic CSI reporting pattern for CSI reporting, such as CSI reporting pattern, where the skipping of CSI reporting or the normal CSI feedback during the validity duration of the CSI reporting pattern may be provided.
Furthermore, the CSI reporting periodicity may also be updated autonomously based on prediction. Upon reaching a significant point of variation (determined by time, location or distance) from a reference point, the CSI reporting periodicity can be updated autonomously.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]Proposal 11: For CSI prediction, study the mechanism of discontinuous periodic CSI measurement and reporting.
Proposal 12: For CSI prediction, the CSI reporting periodicity may be updated autonomously upon reaching a significant point of variation (determined by time, location or distance).
8 Conclusion
[bookmark: _Hlk101889792]In this contribution, we provided our views on CSI prediction. Specifically, we have the following observations and proposals:
Proposal 1: Study to use predicted CSI (e.g., RI, PMI, CQI) as the AI/ML output.
Proposal 2: Study to use model compression to reduce the complexity of the AI/ML model for CSI prediction.
Proposal 3: For Type 1 performance monitoring, for the determination of the performance monitoring output that facilitates functionality fallback decision at NW, at least the following aspects need to be considered:
· The performance monitoring result(s) are not good.
· There are no new available AI/ML model(s) at UE side.
Observation 1: In practice, performance monitoring may not be a frequent operation, thus the overhead of reporting the predicted CSI and the ground-truth CSI should not be a significant concern.
Proposal 4: For Type 2 performance monitoring, study the association between reporting the predicted CSI and reporting the ground-truth CSI.
Proposal 5: For Type 3 performance monitoring, the performance metric(s) reported by UE may derive from the results of a single calculation, or on the results of multiple calculations (i.e., statistical performance metric).
Proposal 6: Study how to refine the performance monitoring procedure when the target timing of predicted CSI is not aligned with the timing of available ground-CSI truth.
Proposal 7: For model switching, model selection and model update, if the input or/and output (e.g., observation window length, the number of measurement time instance, prediction window length, the number of future time instances) of the new AI/ML model change, UE is necessary to report the change(s) to NW.
Proposal 8: Study simultaneous performance monitoring for multiple AI/ML models.
Proposal 9: AI/ML-based CSI prediction and reporting should be performed under NW configurations.
Proposal 10: For data collection for CSI prediction using UE-side model, at least the CSI measurement period in the observation window and the CSI prediction period in the prediction window need to be provided from UE to NW.
[bookmark: OLE_LINK129][bookmark: OLE_LINK132]Proposal 11: For CSI prediction, study the mechanism of discontinuous periodic CSI measurement and reporting.
Proposal 12: For CSI prediction, the CSI reporting periodicity may be updated autonomously upon reaching a significant point of variation (determined by time, location or distance).
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