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1. [bookmark: _Ref4817]Introduction
During RAN1#116 meeting, frame structure and timing aspects for A-IOT  were discussed, some initial agreements have been made as the following[1],
	Agreement
From RAN1 perspective, at least when a response is expected from multiple devices that are intended to be identified, an A-IoT contention-based access procedure initiated by the reader is used.

Agreement
For A-IoT contention-based access procedure, at least slotted-ALOHA based access is studied.

Agreement
At least the following time domain frame structure is studied for A-IoT R2D and D2R transmission.
· For R2D transmission,
· A R2D timing acquisition signal (e.g. R2D preamble) is included at least for timing acquisition and for indicating the start of the R2D transmission in time domain.
· For D2R transmission,
· A D2R timing acquisition signal (e.g. D2R preamble) is included at least for timing acquisition and for indicating the start of the D2R transmission in time domain.
· FFS other necessary component(s), e.g. midamble, postamble, periodic sync signal, control fields, guard period

Agreement
For further discussion, the following terminologies are used for A-IoT for studying processing time aspects:
· TR2D_min: Minimum Time between a R2D transmission and the corresponding D2R transmission following it. 
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device. 
· TD2R_D2R_min: Minimum Time between two different consecutive D2R transmissions from the same A-IoT device.
· The study should consider at least following aspects 
· Implementation restrictions for the existing BS/UE
· [Processing time is common or different for different A-IoT devices]
· [Processing time for different traffic types/command types (e.g. DT or DO-DTT) and/or different use case (e.g., Inventory or Command)] 
FFS other timing aspects 


In this contribution, we provide our views on frame structure, random access procedure and scheduling and timing issues and give our proposals.
2. Discussion on frame structure 
2.1. Time-domain chip duration / A-IoT symbol
A time-domain chip duration is used for a OOK symbol transmission in the R2D and a OOK/BPSK symbol transmission in the D2R. Similar to the NR, it is the smallest time-domain unit modulated by modulation schemes. Therefore, we also called it A-IoT symbols (in time-domain).

The time-domain chip duration / A-IoT symbol is related to data rate and coding schemes. According to the TR, the user experienced data rate target ismaximum not less than 5 kbps, and minimum not less than 0.1 kbps for the uplink and downlink. A smaller chip duration can support high data rate, while a larger chip duration is good for coverage, therefore, considering the large range of date rate and coverage improvement requirement, we propose to support a variable chip duration.
Proposal 1: Variable time-domain chip duration is supported for different date rate requirements.
The detail chip duration value needs to consider the following aspects,
1) The data rate requirement 
The user experienced data target is, maximum not less than 5 kbps, and the peak data rate will be higher since the experienced data rate usually considers multi-device scheduling in Reader sidetherefore the data rate can be larger than 5kbps. Take 5kbps as a example, and Manchester coding, the chip rate needs to be larger than 10kcps, then the chip duration is smaller than 1/10kcps = 100us. Considering repetition schemes, the chip duration should be even smaller.
Observation 1: To support the date rate requirements, the time-domain chip duration should be smaller than 100us (i.e., >10ksps).
2) Inventory time
Taking RFID slot ALOHA as example, the inventory procedure consists of downlink Query command, QueryRep/QueryAdjust, ACK, NAK, and uplink RN16, PC/XPC/EPC/packet CRC, etc. Uplink information block such PC/XPC/EPC/packet CRC is larger than downlink, therefore, improving uplink data rate is more efficiency. The following Figure.1 gives our preliminary analysis on how the total inventory time changes with the increasing of UL chip rate. Here Q=10 is supposed for ALOHA scheme, which means 1024 slots is used for tags to response, and 300 tags are supposed to be inventoried. It can be seen that the total inventory time decreases significantly with uplink chip rate reducing from 14kcps to 56kcps. And the decrease is more significant when uplink TBS is larger, e.g.with TBS 256, the inventory time reduces 42.5% when the uplink data rate increases from 14kcps to 28kcps. When the UL chip rate changes from 70kcps to 112kcps, the inventory time reduces slowly.

[image: ]
Figure.1 Illustration of inventory time change with increasing of UL chip rate
Note: UL TBS is denoted as the total bits for Uplink information block such PC/XPC/EPC/packet CRC 
Observation 2: When uplink data TBS is large, a small chip rate will result in long inventory time.

Then supposing a UL chip rate of 70kcps, and UL TBS=256, the following Figure.2 illustrates how the total inventory time changes with the increasing of DL chip rate. It can also been seen that with a DL chip rate larger than 70kcps, the inventory time reduces slowly.  
[image: ]
Figure.2 Illustration of inventory time change with increasing of DL chip rate
Observation 3: When chip rate is larger than 70kcps, i.e. chip duration is smaller than 14.3us for both uplink and downlink, the reduction of inventory time will be not so obvious.
 
3) Waveform generation method
As agreed during RAN1#116 meeting, for downlink, OOK-1 and OOK-4 will be studied, the downlink chip duration is related to OFDM symbol length. The following table 1 presents the relation of downlink waveform and chip duration. With OOK-1, the chip rate can be 14kcps, the chip duration is the length of one OFDM symbol. This can provide a better performance than OOK-4. While OOK-4 is necessary to support for higher data rate.
Table 1. Downlink chip duration with different downlink waveform generation 
(Note: Manchester 1/2 is used to calculate data rate*)
	Downlink waveform
	Chip rate
	Chip duration(us)
	Data rate *

	OOK-1
	14kcps
	71.43 
	7kbps

	OOK-4, M=2
	28kcps
	35.71 
	14kbps

	OOK-4, M=3
	42kcps
	23.81 
	24kbps

	OOK-4, M=4
	56kcps
	17.86 
	28kbps

	OOK-4, M=5
	70kcps
	14.29 
	35kbps

	OOK-4, M=6
	84kcps
	11.90 
	42kbps

	OOK-4, M=8
	112kcps
	8.93 
	56kbps

	.......

	OOK-4, M=23
	322kcps
	3.11
	161kbps

	OOK-4, M=24
	336kcps
	2.98
	168kbps



Proposal 2: Downlink OOK-4 is needed for a higher peak data rate of tens of kbps.
Proposal 3: The time-domain chip duration (or A-IoT symbol) needs to consider the following aspects,
· Data rate requirements of A-IoT
· Inventory efficiency
· Waveform generation methods
[bookmark: OLE_LINK12]Proposal 4: Downlink and uplink chip duration can be in the range of smaller than one microsecond to tens of microseconds.
 
2.2.  General downlink and uplink transmission structure 
For NR systems, the transmission of both downlink and uplink is based on TTI,which can be in the unit of slot or subslot. This relies on strict synchronization requirement UE side. For A-IOT devices, the initial sampling frequency offset (SFO) will be up to 10X ppm, and the ultra low lost can not maintain a accurate synchronous timing. A typical value of X is investigated in [5], which could be 104~105. It is a large uncertain from time determination. 
Therefore, both the downlink and uplink transmission should be started with preamble, which indicates the arriving of downlink or uplink data and also provides some initial synchronization. In Figure.3 and Figure.4, we provide our initial consideration of downlink and uplink transmission structure respectively.
Downlink structure
As shown in Figure.3, the downlink transmission structure comprises of a delimiter, preamble, DL data channel(PRDCH), midamble, end of signalling. 
· Delimeter: Delimeter is used to irrogate the A-IoT device to perform reception. It should be simple without any correlation operations, such as power level variable for a certain duration. 
· RD-Preamble(agreed for study in RAN1#116): RD-Preamble should be used to determine the time reference for downlink reception. It should also consider the complexity and power consumption of the device. Correlation operation is hard to be used by 1uW device, detail consideration is in section 3.
· RD-Midamble (optional, Alt-2): Midamble is used for sync maintenance, and can be omitted when the downlink data block is small, for example within the size of one TO, or be omitted for type 1 device if it can rely on line code for downlink sync maintenance, further analysis is needed. 
· RD-Postamble(can be optional): Postamble is used for indication of end of the DL transmission. Whether end of signalling (EOS)is needed will be related to further detail design of downlink channels, e.g, considering the overhead of introducing EOS and introducing indications of the length in the downlink channels, and also considering whether limited command types and length are defined.
· PRDCH: The downlink physical layer transmission channel
[image: ]
(a) Alt-1 without midamble 
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(b) Alt-2 with midamble
Figure.3 Downlink transmission structureMth Transmission Occasion (TO)


Uplink structure
For uplink, gNB or intermediate UE is more smart and has higher processing capability. No delimiter is needed. 
· DR-Preamble(agreed for study in RAN1#116): considering the SFO is 104~105 and it has a large range of flucation, the reader need to estimate the time reference. A sophiscated design of UL-Preamble is needed. From reader, a cross correlation function (CCF) of the data stream with a certain sequence pattern is needed with an acceptable tolerance zone. 
· DR-Midamble: similar to the preamble, the uplink midamble is provided for synchronization. Considering the uplink transmission is long for hundreds of bits transmission, the time offset for the A-IoT devices could be quite large. neccesary uplink midamble is needed for the receiver to recover. Especially when the uplink uses some good FEC coding schemes without any time recovery method for the coded symbols.
· DR-Pilot: the uplink pilot is provided for the channel estimation purpose, it can be combined with midamble. 
· DR-Postamble: Postamble is used for indication of end of the UL transmission. Whether end of signalling is needed will be related to further detail design of uplink channels, for example, whether the number of TOs can be indicated in the previous occasions.
· PDRCH: The uplink physical layer transmission is carrier by UL-PhCH. 
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end of D2R transmission

Figure.4 uplink transmission structureMth Transmission Occasion (TO)

Proposal 5: The following parts can be starting point for DL transmission,
· Delimiter (Delimeter), 
· Preamble (RD-Preamble, agreed for study in RAN1#116), 
· DL data channel (PRDCH),
· Midamble, (RD-Midabmle, optional)
· End of signalling (RD-Postamble)
Proposal 6: The following parts can be starting point for UL transmission,
· Preamble (DR-Preamble, agreed for study in RAN1#116), 
· Pilot (DR-Pilot),
· DR data channel(PDRCH),
· Midamble (DR-Midamble), 
· End of signalling (DR-Postamble)

2.3.  Relation with FDD frame structure 
For A-IOT devices, especially for type 1 (1uW) device, it can not maintain synchronization with gNB/intermediate UE, the downlink seems can start from anytime. However, alignment with FDD frame structure is good for gNB to manage intermediate UE’s inventory time resource, for example, gNB can assign the slots for UE to perform inventory.
And whether the alignment is done with slot boundary or symbol boundary needs to be discussed. For example, when a QueryRep command is send, and no tags reply, the reader can send a new QueryRep after T1+T3, both are mainly in the range of tens of microseconds, this can make sure smaller gap between two QueryRep commands without tag reply, and speed up the inventory. If the QueryRep has to align with slot boundary, even no tag reply, the time gap will be 1ms(for 15KHz SCS) between two QueryRep commands, this will reduce the inventory efficiency, and result in a lot of time resource waste. Therefore, we propose symbol boundary alignment for downlink commands.
For uplink, the tag does not have the capability to maintain a transmission time alignment with slot or symbol considering large SFO.

[image: ]
Figure.5 A-IOT downlink transmission alignmentMth Transmission Occasion (TO)


[bookmark: OLE_LINK2]Observation 4: Alignment A-IOT downlink transmission with NR symbol boundary has the benefit of better resource management for intermediate UE and higher inventory efficiency.
Observation 5: A-IOT device can not maintain uplink transmission time alignment with NR slot or symbol.
Proposal 7: Support alignment of A-IOT R2D transmission and NR symbol boundary.
Proposal 8: No alignment is required for A-IoT D2R transmission.

3. Considerations on energy harvesting on device availability for Tx/Rx procedures
In RAN#103 meeting, the following guidance has been agreed regarding RF EH. Based on the agreement, RF EH signal or waveform design is not in the scope, but RAN1 and RAN2 can further study any potential impact of RF EH on device availability for Tx/Rx procedures.
	Proposal 2
· Confirm that study of design of energy harvesting signal/waveform is out of SI scope in Rel-19
· The potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study [RAN2, RAN1]
· Duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds
· Note: this value can be revisited in future RAN plenary meetings, if necessary
· TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device, i.e.: “NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.”
· No SID revision is necessary.


To further study the potential impact on device availability for Tx/Rx procedures, companies should at least consider and align understandings on the following aspects.
1) Device charging and discharging operation
· If Ambient IoT device 1 and device 2 have energy storage, the RF EH activation threshold can be improved to -30 dBm or more. A device will be charging for some time and be activated when the voltage reaches to a certain level. To our understanding, the charging and activation time varies for different devices, since the charging time dependent on many factors including at least capacitor size, distance between devices and RF EH source, charging efficiency, etc. Therefore, we think that a reader may not be able to know the charging time of a device.


Figure 6: Illustration of random charging time for different devices
· Once a device wakes up when the capacitor is charged to a certain level, the device will be avalible and start monitoring. The capacitor starts discharging. Compared to the charging time, the discharging time would be much shorter, especially for device 2 with higher power consumption. Suppose that the capacitor is 10 uF, the available energy is 1.5 uJ (30% of total energy), a device with 100 uW average power can only be alive for 15 ms. In addition, it should be noted that if a device is far from the reader, it is hardly to be charged and perform reception at the same time.
2) Device unavailability for Tx/Rx for an inventory round
Based on the above discussion, the device needs to be charged for quite a long period and is more easily power-off. For the inventory use case in Ambient IoT with much larger coverage than RFID, a reader is required to inventory larger amounts of devices. Hence, we think that issues on device unavailability for an inventory round should be considered:
· Devices have no idea when an inventory round comes and will keep monitoring once power on. Without any design optimization, devices may power off before an inventory command starts.
· For devices participating an inventory round, it has to keep monitoring QueryRep to decrease slot counter and may power-off very quickly. Without any design optimization, the device will be unavailable for tens of seconds for charging. From service perspective, the whole inventory procedure will be unacceptably long. In addition, for devices which have been inventoried, to avoid such devices being re-inventoried again, they must keep the status of reverted inventoried flag for a sufficient long time. The feasibility should be further studied.
From the analysis, we think that necessary design optimization should be further studied to ensure that it can maintain alive for a period of time as long as possible. However, we think that such design optimization, for example, device operating in a DRX-like manner, is mostly RAN2 work. The potential specification impact to RAN1 should be further identified and RAN1.
[bookmark: OLE_LINK16]Observation 6: A reader cannot know the charging completion time of a device since the charging time depends on many factors including at least capacitor size, distance between devices and RF EH source, charging efficiency, etc.
Observation 7: Once a device is activated, it will start monitoring and its capacitor will start discharging. When compared to the charging time up to tens of seconds, the discharging is much shorter, especially for device 2, which can only last for tens of millieseconds.
Observation 8: Necessary design optimization can be considered to ensure that a device can keep alive before and during an inventory round, which can mostly be handled by RAN2 WG.
Proposal 9: The potential impact of RF EH on device availability for Tx/Rx procedures is mostly RAN2 work, such as DRX operation for the device. RAN1 specification impact should be further identified.
4. Discussion on synchronization and timing 
In NR, a dedicated synchronization signal, i.e., SSB, is specified in NR. SSB is transmitted periodically for a UE to perform initial access, acquire DL synchronization, and obtain DL measurements, etc. 
In the following, we first discuss on the feasibility and necessity to introduce a periodic physical synchronization signal in Ambient IoT R2D link. Note that when we discuss periodic synchronization signal here, we focus on its functionality to acquire timing information for R2D data reception.
· For an Ambient IoT device with very low power consumption and limited energy storage, as discussed in Section 3, a device is in a power-off state for charging in most of the time. Therefore, from an Ambient IoT device perspective, it is not possible to maintain synchronization and timing with the network.
· The SFO of device can be up to 104 ~ 105 ppm, which indicates that the accumulative timing drift can be 10%*T after a time duration of T. Taking such assumption into consideration, to introduce a periodic synchronization signal to compensate the timing error, the synchronization signal should be transmitted very densely in the time domain. 
· Thirdly, the peak power consumption of an Ambient IoT device is extremely low, taking Type 1 device as an example, the peak power consumption is ~ 1uW. By monitoring a periodic synchronization signal, it will bring additional cost of power consumption. 
· At last, it may bring power consumption /overhead for reader to transmit periodic signals, especially when a UE is regarded as intermediate node. And if RF energy harvesting is provided, the transmission of dense periodic signals will bring down the RF energy havesting efficiency.
Based on the analysis, it is proposed not to have a periodic synchronization signal for a device to acquire timing information for R2D data reception. An on-demand synchronization signal preceding R2D data transmission can be considered as a baseline design. Details are referred to our companion’s contribution under AI 9.4.2.3[3].
Observation 9: An Ambient IoT device has very low power consumption and limited energy storage, the device will be power off for charging in most of the time, it is not possible to maintain synchronization and timing with the network.
Observation 10: The initial sampling frequency offset (SFO) of an Ambient IoT device can be up to 104 ~ 105 ppm, a very densely periodically transmitted synchronization signal is required to compensate the timing error, which causes large resource overhead.
Observation 11: Periodic synchronization signal will bring additional cost of power consumption for Ambient IoT devices and the reader. 
Proposal 10: For R2D synchronization, there is no need to keep periodic physical synchronization signals for a device to acquire timing information for R2D data reception.
In addition, regarding the discussion on RF EH in Section 3, there may have additional considerations of defining a periodic synchronization signal so that a device can acquire timing information for its ON/OFF pattern. In our views, as mentioned in Section 3, a reader has no idea of the charging time of a device, and the reader can only assume that a device randomly wakes up when it is charged to a certain level. From a reader perspective, it can just transmit inventory commands more frequently to interrogate the potential alive devices in turn. Whether it is periodic or not depends on reader implementation and should be transparent to devices. On the other hand, we admit that frequently sending Select/Query commands may lead to heavy resource overhead, since the information payload can be quite large. In this sense, we think that further improvement can be studied. For example, when an inventory service comes, a reader can on-demand provide additional information to indicate the potential alive devices to perform monitoring or keep sleeping. Whether such information is carried as higher layer information on PRDCH or is carried by physical synchronization signal can be further studied. Nevertheless, such operation should be on-demand.
Observation 12: Since a reader does not know the charging time of devices, it can frequently transmit inventory commands to interrogate potential alive devices in turn. It is not necessary to define a periodic synchronization signal to provide the ON/OFF pattern for devices.
Observation 13: To further reduce the resource overhead due to frequent transmission of inventory commands, a reader can provide information to indicate the potential alive device to perform monitoring or keep sleeping in an on-demand manner.
Proposal 11: For R2D synchronization, on-demand transmission of synchronization signal can be considered as baseline design framework.

5. Discussion on random access
The design of random access is used for the inventory process. Considering the use cases of inventory, common/group inventory, and dedicated inventory can be considered. 
· Common/group inventory: the main purpose of common/group inventory is for querying. The reader can initiate periodically or on demand to get knowledge about tags within range. 
· Dedicated inventory: it is for particular device(s)/ group(s) paging purpose. The reader can initiate such procedure on demand. 
 Different random access procedure designs can be considered according to different types of inventory.
Proposal 12: Inventory can be categorized into common/group inventory, and dedicated inventory.
5.1. Random access procedure 
The following figure give an example of RFID inventory[2]. A Query command initiates one round of inventory, and it carries a parameter Q, which is used by the Reader (Interrogator) to regulate the probability of Tag response. Upon receiving a Query or QueryAdjust command, a Tag shall preload into its slot counter a value between 0 and 2Q–1, then Tags decrement their slot counter every time they receive a QueryRep with matching session, and backscattering an RN16 when their slot counter reaches zero, where RN16 is a 16-bit random or pseudo-random number generated by the tag. When there is only one tag reply as shown in Figure.6, the reader can get the needed information of the tag. When there are more than one tags reply in the same slot, collision will happen, inventory for the conficted tags is failed. And there are also slots that no tags meets the response condition.
[image: ]
Figure.6 Example of slotted ALOHA based inventory

By checking the single tag reply case, it is similar to NR random access, the corresponding analysis is shown in Table.2. 
Table.2 Comparison of NR RACH and RFID inventory
	
	Comparison method 1
	Comparison method 2

	NR 4-step RACH
	slotted ALOHA based inventory with single tag reply
	slotted ALOHA based inventory with single tag reply

	Name
	Content
	Name
	Content
	Name
	Content

	Paging
	Initiate paging;
Indicate UEs that are paged
	Query/QueryRep/QueryAdjust
	Query initiate and specifies an inventory round;

QueryRep: instructs Tags to decrement their slot counters and, if slot=0 after decrementing, to backscatter an RN16 to the Interrogator.

QueryAdjust: adjusts Q  without changing any other round parameters
	Query/QueryRep/QueryAdjust
	Query initiate and specifies an inventory round;

QueryRep: instructs Tags to decrement their slot counters and, if slot=0 after decrementing, to backscatter an RN16 to the Interrogator.

QueryAdjust: adjusts Q  without changing any other round parameters

	Msg1
	A RACH Preamble in one RO is selected by UE to initiate RACH procedure
	RN16
	A 16-bit random or pseudo-random number for contention
	
	

	Msg2
	RAR includes RAPID associated with the PRACH transmission from the UE;
msg3 UL Grant, TC-RNTI,TA command
	ACK
	ACK echoes the Tag’s backscattered RN16
	
	

	Msg3
	Part of 5G-S-TMSI or random value to identify UE
	PC/XPC，EPC,packet CRC
	Characteristics to identify the tag
	RN16
	A 16-bit random or pseudo-random number for temporary UE identification

	Msg4
	UE contention resolution identity
	QueryRep or other command/NAK
	EPC is valid/EPC is invalid
	ACK
	ACK echoes the Tag’s backscattered RN16, means contention resolution

	Msg.5
	
	
	
	PC/XPC，EPC,packet CRC
	Characteristics to identify the tag



[bookmark: OLE_LINK9]Observation 14: The inventory procedure of similar to NR RACH /RFID procedure can be considered.
In the following, we will disscuss the random access design according to the types of inventory.
· Common/group inventory
In case of common/group inventory, there are still cases that multiple tags respond at the same slot, so contention resolution is needed. According to the agreements, slotted-ALOHA based access will be studied.
	Agreement
From RAN1 perspective, at least when a response is expected from multiple devices that are intended to be identified, an A-IoT contention-based access procedure initiated by the reader is used.
Agreement
For A-IoT contention-based access procedure, at least slotted-ALOHA based access is studied.



For this contention based case, according to table 2, it is suggest to use 4-step RACH procedure. The 4-step random access is illustrated in Figure.7, since the traffic type is DO-DTT, RACH procedure will be started from gNB or intermediate UE. 
Firstly, select-like command is needed to select the target tags, and then, 
· gNB or intermediate UE initiates a common/group common inventory by sending a paging for inventory, similar as Query (For the following slots other than the first slot, they only need to send QueryRep) command, this corresponds to Msg0. 
· When the tags receive Msg0, they will check whether they meet the condition for paging response, for example, whether the current slot counter is zero, if so, the tag sends Msg1, which can be a random number with length 16 or other length . 
· After receiving the Msg0, gNB or intermediate UE can response to the tag by sending a random access response for inventory, this is referred to Msg2. 
· Based on the Msg2, the tag sends corresponding tag specific parameters asked by paging for inventory, i.e. EPC like data, this is referred to Msg3.
· At last, Msg4 corresponds to a new QueryRep for next slot or NACK if the Msg3 is invalid, further study is needed for Msg4 functionality.

[image: ]
Figure.7 4-step random access for common/group common inventory
[bookmark: OLE_LINK10]Proposal 13: For A-IOT common/group common inventory, a downlink command to select A-IOT devices can be studied.
Proposal 14: Contention based contention-based access procedure is used for common/group common inventory,  at least support the following 4-step random access procedure as a starting point,
· Msg0 (Reader->Device): Query/QueryRep
· Msg1 (Device->Reader): RN16
· Msg2 (Reader->Device): RAR
· Msg3 (Device->Reader): EPC like data
· Msg4 (Reader->Device): next QueryRep/NACK 

[bookmark: OLE_LINK13]For common/group common inventory, whether to support 2-step random access procedure needs more study. Since two devices may response the same time, they transmit both RN16 and EPC together, a long time is spend before the Reader find collision happens, since EPC data size is large. Time is wasted for such case, more study such as evaluation may be needed to justify it.    
[bookmark: OLE_LINK14]Observation 15: For common/group common inventory, whether to support 2-step random access procedure needs more study.                                                               

· Dedicated inventory
In case of dedicated inventory, gNB or intermediate UE will paging for a specific tags. Only the tag satisfies the strict characteristic indicated by paging for inventory will response, contention free access procedure initiated by the reader can be supported by this case. Here the contention free means that the following slot is dedicated for the target tag. 
For this case, 2-step RA procedure is proposed. The 2-step RA is illustrated in Figure.8, it also starts from gNB or intermediate UE.
· gNB or intermediate UE initiates dedicated inventory by sending a paging for inventory, where the paging information carries the tag ID to be paged, this corresponds to Msg0.
· The tag which is paged responses with both the RN16 and the corresponding tag parameters asked by paging information, such as EPC like data. This is for MsgA
· [bookmark: OLE_LINK6]Whether MsgB is needed can be further studied. MsgB for NR can carry a fallback RAR to schedule a PUSCH or a successRAR which may followed by HARQ-ACK. Since no HARQ will be supported, therefore successRAR seems not needed. If the successRAR is to indicate changing of inventory flag, it is meaningless since no contention for this case, and after the MsgA is reported, the dedicated inventory is succeed, no following inventory comands for this round. NAK is also not needed, since gNB can not judge whether a tag replies or not, and in case it does not correctly receives the target tag’s reply, it can initiate another inventory. Whether MsgB can be used for fallback to 4-step random access can be further studied.
[image: ]
[bookmark: OLE_LINK7]Figure.8 2-step random access for dedicated inventory
Proposal 15: Contention free RA initiated by the Reader is supported for dedicated inventory.
Proposal 16: For dedicated inventory, as a start point, the following 2-Step random access procedure is considered within the query slot,
· Msg0 (Reader->Device): Paging for dedicated inventory
· MsgA (Device->Reader): RN16 and PC/XPC, EPC, packet CRC
· MsgB (Reader->Device): FFS necessity and functionality
 
5.2. TDM and FDM to improve inventory efficiency / avoid collision
Based on the slotted ALOHA method, one possible enhancement method is to support multiple users within the same slot during the inventory. For example, as shown in Figure.9, there can be TDM or FDM alternatives,
· Alt.1: If different tags can respond in TDM mode after receiving the downlink commands, the Q value can be reduced, therefore, the overhead and transmission time for QueryRep transmission can be reduced. This method requires the tags to support non-immediate reply, and has to maintain some synchronization during the TDM response.
· Alt.2: If tags can realize frequency shift, and different tags shift a different frequency offset, then FDM can be realized.
[image: ]
Figure.9 Multiple UEs inventoried in the same slot 
For FDM within a inventory slot, one possible scheme is to use Miller modulated subcarriers, as shown in Figure.10, with different values of the number subcarrier cycle per bit, i.e. M, and different BLFs, the spectrum can be separated. So different tags can use different M values/BLF to response in the same slot, the Reader filters out data of different tags for demodulation.
[image: ]
Figure. 10 Spectrum of Miller modulated subcarrier with different M value and BLF

FFS CDM or NOMA can be considered. If supported, the TDM, FDM, CDM or NOMA can also be considered for Msg3 transmission.
[bookmark: _GoBack]Other possible enhancement may also include Tree protocol based query process, since the optimum channel utilization of tree protocols can reach 43%, higher than ALOHA protocols 36.8%[4].
[bookmark: OLE_LINK11]Proposal 17: To improve inventory efficiency, TDM, FDM of multiple tags within the same query slot can be further studied, FFS CDM or NOMA.

6. Discussion on scheduling and timing relationships
6.1. System information and control information 
NR system has to broadcast period system information for idle/inactive UEs periodically, so that they can get cell specific information to properly work in the cell, to access the cell and for mobility, etc. However, for small and simple device with low power consumption and memory size, the configuration is notified on-demand instead of periodic, so that storing of the system information is not needed. 
For A-IOT devices, no RRC states and no need to consider mobility. Periodic system information requires the device to store and update the information in the memory. Considering the device may be power off during two period. Informationstored in the register may be lost during power off. Store information in some EPROM is quite power consuming and has impact to the design of 1uW devices. So there is no need to periodically transmit system information for A-IOT devices. 
Proposal 18: No periodic system information is broadcast for A-IOT devices.
[bookmark: OLE_LINK1]Control information is still needed for A-IOT, such as the indication of chip duration, modulation, coding, or repetition factors can be studied. And such control information used for transmission format indication can also be carried in the RD-preamble or PRDCH as shown in Figure.3, and signaled on-demand.
[bookmark: OLE_LINK5]Proposal 19: The control information used for transmission format indication, such as chip duration, modulation, coding, TBS, etc., can be carried in RD-preamble or PRDCH. 
If TDM or FDM within the same inventory slot is adopted, control information also need to indicate the tags how many orthogonal resources are provided, and how the tags to decide resource used.
Proposal 20: When TDM or FDM within the same inventory slot is adopted, control information for orthogonal resources should be provided to devices.
6.2. Scheduling timing 
For scheduling timing, A-IOT device can not support NR-like flexible slot offset based scheduling and it does not HARQ operation, so it mainly refers to the reply timing, which can be discussed base on different use cases.
For common/group common inventory, support following reply timing,
· Immediate reply: devices reply message after it completes processing the command immediately. 
· Typically it should be a very short time gap between the received command and reply. No additional latency is considered after device complete processing and ready to backscatter/transmit the reply.
· Non-immediate reply: devices reply message waits until a predetermined time after it completes processing the command. 
· Additional latency may be considered after device complete processing and ready to backscatter/transmit the reply. Hence devices may be need to count the time and wait for the right time to backscatter/transmit.
As shown in figure.11, it gives one example of TDM of tags between two paging commands, 3 tags response Msg.1(RN16) in non overlapped time, and the gNB can identify them, and sends Msg2(ACK) sequentially to 3 tags. Then it can be seen that, when paged, different tags will wait different time before sending, this can be non-immediate reply.
[image: ]
Figure.11 Non-immediate reply for TDM response in one slot
For dedicated inventory and command use case, support following reply timing,
· Immediate reply: devices reply message after it completes processing the command immediately. similar to the previous immediate reply for common/group common inventory
· Delayed reply: devices reply message with a longer time than Immediate reply. 
· Typically the device is for example executing writing command or encryption which may require more time for preparing.
According to agreements in RAN1#116, the following terminologies are used for A-IoT for studying processing time aspects:
· [bookmark: OLE_LINK15]TR2D_min: Minimum Time between a R2D transmission and the corresponding D2R transmission following it. 
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device. 
· TD2R_D2R_min: Minimum Time between two different consecutive D2R transmissions from the same A-IoT device.
Some additional considerations about the processing time are provided here.
1) Whether other timing terminologies is needed: we think above four terminologies give the basic processing time framework, which are the most frequently used timing, and they are immediate reply. So delayed reply TD2R_Delay_min as we discussed above should be studied, since for dedicated inventory and command use case, additional behavior such as writing or encryption may be carried out, which may require more time before the device can feedback success or failure. It can also share the same terminology as TR2D_min but with different values to express long processing time for some commands.
And if TDM of multiple devices within the same slot are supported as shown in Figure.11, additional time offset is required for devices responding in sub slots other than the last one, such as tag.1 and tag.2 in the Figure. TTDM,gap which represents the time gap between the sub-slot TDM time resources will be additionally introduced besides the TD2R_min.
Observation 16: Besides immediate reply that agreed for study, delayed reply TD2R_Delay_min is also needed to reflect the processing time of some time-consuming commands.
Proposal 21: Processing time TD2R_Delay_min can be studied for A-IoT: Minimum time between D2R transmission and the corresponding R2D transmission for some time-consuming commands. It can also share the same terminology as TR2D_min but with different values to express long processing time for some commands.
Proposal 22: When sub-slot TDM is supported for multiple devices, TTDM,gap in addition to TR2D_min, TD2R_min can be studied, which means the time gap between adjacent sub-slot time resources. 

2) Whether processing time is common or different for different A-IoT devices: 
a. For R2D timing, the processing time mainly depends on, 
a) device decoding speed of downlink commands: since for downlink, OOK is likely to be used, the decoding is simple. Although type 2 devices may have some advanced decoding scheme than type 1 devices, it also has higher capability, so this part can be common for different A-IOT decives;
b) Preparing of D2R data: line code, modulation, FEC operation can be common for different devices. Whether additional amplifying or active frequency related operation for type 2 devices needs more time can be studied. 
For this R2D timing, common processing time can be supposed for different A-IoT devices, unless different timing is justified and necessary.   
b. For D2R timing, the processing time mainly depends on gNB decoding uplink data and preparing following downlink command, Reader capability is high to do some complicated processing for both type 1 and type 2 devices to improve performance, therefore, common processing time can be supposed for different A-IoT devices 
Proposal 23: Common processing time can be supposed for different A-IoT devices.

3) Fast scheduling implementation restrictions and parallal querying
  Compared to RFID system(shown in Figure.6), when Reader sending QueryRep, assuming data rate of DL 160kbps, UL 320kbps, it has to decide to response a ACK after T1+RN16+T2=131.25us, or decide to transmit another QueryRep after T1+T3=50us. This is very fast scheduling decision for practical gNB/intermediate UE, although aligning to the symbol boundary makes them to 142.86(2 OFDM durations), and 71.43us (1 OFDM durations ), it still hundreds of us level.
[bookmark: OLE_LINK8]Table 3. Reader scheduling decision time (supposing data rate of DL 160kbps, UL 320kbps)
	
	Time component between downlink commands 
	Timing parameters
	values

	tag reply
	T1
	MAX(RTcal,10Tpri)
	31.25

	
	RN16
	preamble+RN16
	68.75

	
	T2
	10Tpri
	31.25

	
	Total
	
	131.25

	No Reply
	T1
	MAX(RTcal,10Tpri)
	31.25

	
	T3
	preamble
	18.75

	
	T4
	2RTcal
	37.5

	
	total
	T1+T3, since  it >T4
	50



In practical deployment, gNB may have some restrictions of the scheduling timeline (pipeline), e.g., the gNB cannot make scheduling decision quite frequently. For example, gNB makes scheduling decision every scheduling decision window (e.g., several ms, 5ms/10ms/…) in a periodical way. As a result, as show in Figure.11, if gNB can only make scheduling decision every 5ms, gNB determines whether to response to tag in the next scheduling window or send a new QueryRep  based on whether there is RN16 detected in current scheduling window. 
Then with the 5ms scheduling restriction in Figure.11, with sequential scheduling, only one Query/QueryRep will be transmitted, blank time in this window will be wasted. We think it is better for RAN1 to discuss whether such scheduling restriction exists for gNB/intermediate UE when inventory is performed, if so, how to solve this problem when designing A-IoT procedure.
[image: ]
Figure.11 Sequential inventory with window based gNB scheduling
Observation 17: If scheduling restriction exists for gNB/intermediate UE, e.g., reader perform scheduling every X ms, the inventory process will be inefficient.
Proposal 24: Whether scheduling restriction exists for A-IOT gNB and intermediate UE and how to improve the inefficiency during inventory procedure design in such case needs to be discussed.

7. Conclusion 
In this contribution, we discuss the frame structure, random access procedure and scheduling and timing issues, and the following proposals and observations are made:

For frame structure,
Proposal 1: Variable time-domain chip duration is supported for different date rate requirements. 
Observation 1: To support the date rate requirements, the time-domain chip duration should be smaller than 100us (i.e., >10ksps).
Observation 2: When uplink data TBS is large, a small chip rate will result in long inventory time.
Observation 3: When chip rate is larger than 70kcps, i.e. chip duration is smaller than 14.3us for both uplink and downlink, the reduction of inventory time will be not so obvious.
Proposal 2: Downlink OOK-4 is needed for a higher peak data rate of tens of kbps.
Proposal 3: The time-domain chip duration (or A-IoT symbol) needs to consider the following aspects,
· Data rate requirements of A-IoT
· Inventory efficiency
· Waveform generation methods
· Competitiveness to other passive IoT system
Proposal 4: Downlink and uplink chip duration can be in the range of smaller than one microsecond to tens of microseconds.
Proposal 5: The following parts can be starting point for DL transmission,
· Delimiter (Delimeter), 
· Preamble (RD-Preamble, agreed for study in RAN1#116), 
· DL data channel (PRDCH),
· Midamble, (RD-Midabmle, optional)
· End of signalling (RD-Postamble)
Proposal 6: The following parts can be starting point for UL transmission,
· Preamble (DR-Preamble, agreed for study in RAN1#116), 
· Pilot (DR-Pilot),
· DR data channel(PDRCH),
· Midamble (DR-Midamble), 
· End of signalling (DR-Postamble)

Observation 4: Alignment A-IOT downlink transmission with NR symbol boundary has the benefit of better resource management for intermediate UE and higher inventory efficiency.
Observation 5: A-IOT device can not maintain uplink transmission time alignment with NR slot or symbol.
Proposal 7: Support alignment of A-IOT R2D transmission and NR symbol boundary.
Proposal 8: No alignment is required for A-IoT D2R transmission.


For energy harvesting,
Observation 6: A reader cannot know the charging completion time of a device since the charging time depends on many factors including at least capacitor size, distance between devices and RF EH source, charging efficiency, etc.
Observation 7: Once a device is activated, it will start monitoring and its capacitor will start discharging. When compared to the charging time up to tens of seconds, the discharging is much shorter, especially for device 2, which can only last for tens of millieseconds.
Observation 8: Necessary design optimization can be considered to ensure that a device can keep alive before and during an inventory round, which can mostly be handled by RAN2 WG.
Proposal 9: The potential impact of RF EH on device availability for Tx/Rx procedures is mostly RAN2 work, such as DRX operation for the device. RAN1 specification impact should be further identified.


For synchronization and timing
Observation 9: An Ambient IoT device has very low power consumption and limited energy storage, the device will be power off for charging in most of the time, it is not possible to maintain synchronization and timing with the network.
Observation 10: The initial sampling frequency offset (SFO) of an Ambient IoT device can be up to 104 ~ 105 ppm, a very densely periodically transmitted synchronization signal is required to compensate the timing error, which causes large resource overhead.
Observation 11: Periodic synchronization signal will bring additional cost of power consumption for Ambient IoT devices and the reader. 
Proposal 10: For R2D synchronization, there is no need to keep periodic physical synchronization signals for a device to acquire timing information for R2D data reception.
Observation 12: Since a reader does not know the charging time of devices, it can frequently transmit inventory commands to interrogate potential alive devices in turn. It is not necessary to define a periodic synchronization signal to provide the ON/OFF pattern for devices.
Observation 13: To further reduce the resource overhead due to frequent transmission of inventory commands, a reader can provide information to indicate the potential alive device to perform monitoring or keep sleeping in an on-demand manner.
Proposal 11: For R2D synchronization, on-demand transmission of synchronization signal can be considered as baseline design framework.

For random access,
Proposal 12: Inventory can be categorized into common/group inventory, and dedicated inventory.
Observation 14: The inventory procedure of similar to NR RACH /RFID procedure can be considered.
Proposal 13: For A-IOT common/group common inventory, a downlink command to select A-IOT devices can be studied.
Proposal 14: Contention based contention-based access procedure is used for common/group common inventory,  at least support the following 4-step random access procedure as a starting point,
· Msg0 (Reader->Device): Query/QueryRep
· Msg1 (Device->Reader): RN16
· Msg2 (Reader->Device): RAR
· Msg3 (Device->Reader): EPC like data
· Msg4 (Reader->Device): next QueryRep/NAK 
Observation 15: For common/group common inventory, whether to support 2-step random access procedure needs more study. 
Proposal 15: Contention free RA initiated by the Reader is supported for dedicated inventory.
Proposal 16: For dedicated inventory, as a start point, the following 2-Step random access procedure is considered within the query slot,
· Msg0 (Reader->Device): Paging for dedicated inventory
· MsgA (Device->Reader): RN16 and PC/XPC, EPC, packet CRC
· MsgB (Reader->Device): FFS necessity and functionality
Proposal 17: To improve inventory efficiency, TDM, FDM of multiple tags within the same query slot can be further studied, FFS CDM or NOMA.

For scheduling and timing,
Proposal 18: No periodic system information is broadcast for A-IOT devices.
Proposal 19: The control information used for transmission format indication, such as chip duration, modulation, coding, TBS, etc., can be carried in RD-preamble or PRDCH. 
Proposal 20: When TDM or FDM within the same inventory slot is adopted, control information for orthogonal resources should be provided to devices.
Observation 16: Besides immediate reply that agreed for study, delayed reply TD2R_Delay_min is also needed to reflect the processing time of some time-consuming commands.
Proposal 21: Processing time TD2R_Delay_min can be studied for A-IoT: Minimum time between D2R transmission and the corresponding R2D transmission for some time-consuming commands. It can also share the same terminology as TR2D_min but with different values to express long processing time for some commands.
Proposal 22: When sub-slot TDM is supported for multiple devices, TTDM,gap in addition to TR2D_min, TD2R_min can be studied, which means the time gap between adjacent sub-slot time resources. 
Proposal 23: Common processing time can be supposed for different A-IoT devices.
Observation 17: If scheduling restriction exists for gNB/intermediate UE, e.g., reader perform scheduling every X ms, the inventory process will be inefficient.
Proposal 24: Whether scheduling restriction exists for A-IOT gNB and intermediate UE and how to improve the inefficiency during inventory procedure design in such case needs to be discussed.
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