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1 Introduction
During RAN#102, The SID of “Study on solutions for Ambient IoT (Internet of Things) in NR” was approved [1] where the objectives for this is follows:
	4	Objective
4.1	Objective of SI or Core part WI or Testing part WI
<The general scope is omitted>
The following objectives are set, within the General Scope:
1. Evaluation assumptions
a) Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
b) Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
c) Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
d) Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.
2. Study necessary and feasible solutions for Ambient IoT as prescribed in the General Scope, including decisions on which functions, procedures, etc. are needed and not needed, and ensuring at least the required functionalities in Section 6.2 of TR 38.848. 
Study of positioning in Rel-19 is RAN3-led, limited to functionalities which would have no, or minimal, specification impact (note: this does not imply any decision relating to WI creation).
Study the feasibility and required functionalities for proximity determination (coordination with SA3 is required for privacy aspects).
· RAN1-led:
For the Ambient IoT DL and UL:
· Frame structure, synchronization and timing, random access
· Numerologies, bandwidths, and multiple access
· Waveforms and modulations
· Channel coding
· Downlink channel/signal aspects
· Uplink channel/signal aspects
· Scheduling and timing relationships
· Study necessary characteristics of carrier-wave waveform for a carrier wave provided externally to the Ambient IoT device, including for interference handling at Ambient IoT UL receiver, and at NR basestation. 
       For Topology 2, no difference in physical layer design from Topology 1.
<The rest is omitted>


In this contribution, we share our views on necessary further evaluation assumptions for coverage and evaluation methodologies including interference assumptions. In addition, we focus on how to evaluate other performance metrics other than coverage.
2 Evaluation Methodology for Coverage
1 
2 
[bookmark: _Hlk142411003][bookmark: _Ref142605378]Link level simulation assumptions
    In this section, we focus on the link level simulation assumptions for A-IoT coverage evaluations.
2.1.1 Considerations on Link-level simulations
Tag distribution
Since interference among the tags depends on the distribution of tags, it is necessary to consider the tag distribution model assuming the placement of tags in a certain area. As a baseline, a uniform tag dropping with the minimum tag-to-tag distance value can be applied. The tag is assumed to move with a specific moving speed, as specified in [1]. As a result, the distribution of tags may vary over time, which makes the use of a uniform tag distribution appropriate for capturing the random movements of these tags.

Proposal 1. For evaluation purpose, adopt a uniform tag dropping approach as the baseline tag distribution.

Minimum tag-to-tag distance
The minimum distance between tags is a critical factor that determines the distribution of tags and significantly impacts the performance of the actual system. According to TR 38.828, the minimum distance between UEs in legacy system is set as 1-3 meters for indoor. However, when considering use cases for AIoT system (e.g., indoor inventory), such minimum distances may be impractical for the tags. Therefore, it is vital to further discuss suitable minimum tag-to-tag distances. 

Proposal 2. For evaluation purpose, study appropriate values for the minimum distance between tags. 

Initial Sampling Frequency Offset
At RAN1#116, the device types were agreed as follows:
	Agreement 
For the purpose of the study, RAN1 uses the following terminologies:
· Device 1: ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2a: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2b: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is generated internally by the device.


According to the SID [1], the initial SFO values up to 10X ppm for device 1 and device 2 should be determined within the working group discussion. Device 1 and 2a perform D2R transmission based on backscattering, while device 2b relies on internal signal generation. That is, the odds are that device 1 and 2a do not include a local oscillator (LO) in their architecture, whereas device 2b may include one. Note that an LO plays a crucial role in precisely controlling the timing and frequency of signals. Tags equipped with an LO can generate more stable and accurate clock signals, resulting in lower SFO values. On the other hand, tags without an LO must rely on alternative mechanisms to generate their clock, which could lead to comparatively higher SFO values. Given this, the SFO values can vary depending on the tag’s type. For device 1 and 2a, considering that conventional RFID tag has an SFO value ranging between 4% to 22%, as specified in [2], it seems justifiable to consider a slightly improved SFO level of 104 to 105. For device 2b, a more improved SFO value of 103 to 104 can be considered. The impact of SFO can cause a drift in the expected timing of signal samples, leading to a discrepancy in the number of samples used to determine the value of a symbol. Given this, the affected number of samples N can be calculated as follows: 

Here, T represents one symbol duration, and R is the sampling rate. 
Proposal 3. The following sampling frequency offset are considered in the link level simulation.
Initial sampling frequency offset (SFO) for device 1 and device 2a = [104~105] ppm
Initial sampling frequency offset (SFO) for device 2b = [103~104] ppm
Proposal 4. The relationship between an SFO and the corresponding number of samples for the demodulating one symbol (N) can be N=T×R ±⌈SFO×R⌉ where T denotes one symbol duration and R is the sampling rate.

For the sampling frequency, taking into account that either the basestation or UE could perform R2D transmission, and considering the tag’s capability, it appears sensible to initiate the discussion at 1.92 Msps.

Proposal 5. 1.92Msps is considered in the link level simulation as the sampling rate for tag. 

Simulation Assumptions
At the last RAN1#116 meeting, the following evaluation methodology for evaluating the coverage performance of Ambient IoT system was agreed:
	Agreement
For this study item, the coverage evaluation methodology is based on the following steps. 

For an evaluation scenario
· For each of the link i, 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements if Budget-Alt2 is used for this link i.
· Step 2: Obtain the receiver sensitivity using the method Budget-Alt1 (if a predefined threshold is assumed to derive the receiver sensitivity) or Budget-Alt2 (if no predefined threshold is assumed to derive the receiver sensitivity).
· Step 3: Obtain the coverage performance for link i based on the receiver sensitivity from step 2 and link budget template.
· The coverage results for each link are provided.
· FFS: what links are evaluated besides R2D and D2R (e.g., RF-EH)
· FFS whether/how to model the interference
· FFS: for which device(s) a predefined threshold is assumed

Note the following alternatives for obtaining receiver sensitivity are defined, 

· Budget-Alt1: receiver sensitivity is derived by a predefined threshold and no LLS is needed for link budget calculation
· The results rely on the received sensitivity and maximum transmit power, and directly calculate the maximum distance / pathloss based on these values and other related parameters. The link-level simulation (LLS) performances, such as required SINR can be satisfied for such case and no LLS is needed for link budget calculation.

· Budget-Alt2: receiver sensitivity is derived by required SINR which is given by LLS results 
· The results rely on link-level simulation results, e.g., required SINR which corresponds to detail LLS assumptions (e.g., BW, coding, data rate). And based on the required SINR, the received sensitivity can be calculated and then the maximum distance / pathloss can be derived.
· Note: For noise power, a noise figure value needs to be provided.


This part aims to discuss the assumptions for conducting link-level simulations for AIoT systems. Table 1 summarizes the assumptions for the coverage evaluation. Some parameters such as waveform, modulation, line code, and FEC are under discussion in Section 9.4.2.1. Therefore, at this point, it is appropriate to list the possible options and report on which options have been adopted by companies. Regarding the channel model, TDL-A is typically used for modeling NLOS channel in urban environments, utilizing relatively short delay taps to generate channels within or between buildings. On the other hand, TDL-B and TDL-C are channel models designed to cover comparatively broader areas and may not be suitable for indoor factory scenarios. Indoor factory environments typically have relatively confined spaces and dense structures, leading to shorter delay spreads. Therefore, a delay spread of 30ns would be a good starting point. For the reference data rate and message size, according to TR 38.848, the minimum user experienced data rate is not less than 0.1 kbps. Therefore, for coverage evaluation, a data rate of 0.1 kbps can be applied. Plus, as per TR 22.840, the minimum message size for use cases corresponding to rUC1 and rUC4 is 96 bits. Hence, for coverage evaluation, 96 bits can be chosen as an initial reference point.

Proposal 6. Adopt Table 1 for the coverage evaluation assumptions.

Table 1 Coverage evaluation assumptions
	Parameters
	Assumptions 

	Carrier frequency
	900 MHz (n8)

	Transmission Bandwidth
	[R2D] 180 kHz (1 RB @ 15kHz SCS)
[D2R] Determined by the tag’s modulation scheme and data rate

	Antenna bandwidth of Tag
	[bookmark: _GoBack]1-order LPF with a cut-off frequency at 10MHz


	Waveform
	[R2D] OFDM-based OOK waveform
[D2R] 
· Modulated CW waveform undergoing backscattering for device 1 and device 2a
· Waveform generated internally to emulate to the backscattered signal for device 2b

	Modulation
	[R2D] OOK-1 or OOK-4 (FFS: M)
[D2R] OOK, BPSK 

	Line code
	[R2D]
· Option 1. PIE
· Option 2. Manchester
[D2R]
· Option 1. Miller
· Option 2. FM0
· Option 3. Manchester

	FEC
	[R2D] No FEC
[D2R] Option 1. No FEC; Option 2. CC

	Channel model
	TDL-A NLOS

	Delay spread
	30ns

	Device velocity
	3km/h

	Reference data rate
	0.1 kbps

	Message size
	96 bits 

	BLER
	1%

	Number of Tx/Rx chains for Ambient IoT device
	1

	BS
	Number of antenna elements
	1 as specified in the section 7.8.4 of TR 38.901

	
	Number of TXRUs
	1

	Intermediate node UE
	Number of antenna elements
	1

	
	Number of TXRUs
	1

	Sampling frequency at Tag
	1.92 MHz 

	ADC bit width
	1 bit



Link-budget Template
In the RAN1#116 meeting, the following conclusions were reached and a consensus was reached:
	Conclusion:
· Table 3.4.2 in R1-2401735 is used as link budget template for further discussion / consideration.


This section provides a link budget template based on the initial format suggested by FL. Table 2 is a link-budget template for calculating the coverage of the AIoT system. 

· Transmission power and antenna gain for the reader and CW node:
To begin with, we can refer to UHF RFID regarding transmission power and antenna gain for indoor gNB. According to these regulations (e.g., FCC or ETSI), the maximum radiated power near the 900 MHz band can range from 33 to 36 dBm. Considering that FCC permits using up to 30 dBm of transmission power with an antenna having 6 dBi of gain, it is reasonable to start with the transmission power of 30 dBm or 33 dBm. Furthermore, options for antenna gain can include values such as 0, 3, or 6 dBi, but limiting the EIRP up to 36 dBm is essential. When it comes to intermediate UE, 23 or 26 dBm considering UE power class 2 (HPUE) and class 3 (normal UE) seems to be reasonable. However, the assumptions above can be valid when it is presumed that the indoor gNB transmits over DL spectrum and the intermediate UE UL spectrum. For instance, if the indoor gNB transmits in UL spectrum, it would be appropriate to apply the same 23 or 26 dBm as the intermediate UE. 
For the CW node, based on the previous discussion, when CW is transmitted in DL spectrum, the assumptions applied to the indoor gNB in DL spectrum can be adopted. If CW is carried in UL spectrum, then the assumptions applied to the intermediate UE in UL spectrum can be used.  

· Loss on CW: 
After being sent from the emitter, CW is transmitted to the tag, where path loss can occur. This loss can be calculated by assuming a path loss model for CW-tag path. For the tag-reader path, the indoor factory path loss model has been agreed upon. Consequently, by applying the indoor factory LOS model to CW-tag path as well, the path loss can be obtained. Note that CW is likely to be received by the tag via LOS path.

· Ambient IoT backscatter loss, on-object antenna gain penalty, modulation factor, and tag amplifier gain: 
Device 1 and 2a, which perform UL transmission by reflecting signals, must consider new losses such as backscatter loss, on-object antenna gain, and modulation factor during the signal reflection process. Backscatter loss refers to the reduction in signal strength that occurs when the tag reflects the received CW for D2R transmission. In our understanding, without considering additional process like frequency shift, a 6 dB reflection loss can be considered. Note that the backscatter loss can increase when CW is transmitted in DL spectrum and requires additional frequency shifting. On-object antenna gain penalty refers to the decrease in antenna gain when a tag is attached to an object. Attaching tags to objects mode of various materials can affect the antenna’s performance due to the electrical properties of those materials. This loss can be different depending on the type of material, and as a starting point, discussion can begin with 0.9 dB for cardboard and 10.4 dB for aluminum [4]. The feasibility of these values and the types of materials that require discussion are subjects that need to be addressed. Moreover, there is the modulation factor, which represents the loss that can occur during the signal’s modulation process by the tag. In the case of OOK, a modulation factor of – 6 dB can be considered. Other modulation schemes like BPSK can be taken into account later, if needed. For BPSK, -2 dB can be considered as the backscatter loss since there is no energy loss for DC component. 
Device 2a has a higher peak power consumption compared to device 1, thus allowing it to be utilized for signal amplification. From our perspective, a 10 dB amplification gain seems to be a proper starting point. This can be applied to either reception or/and transmission at the tag, depending on the device architecture discussion in the section 9.4.1.2.
For the backscatter loss and modulation factor, as specified in FL’s summary [3], there are two items related to backscatter loss. The assumption for these values vary among companies.. In our understanding, there is no necessity to distinguish losses caused by impedance mismatch and modulation factor. In the end, they can be represented by a signle value. Therefore, we propose to merge 1H and 1L together into a single value termed “backscatter loss”  assigning different values based on the modulation scheme. 
Besides, frequency shift, e.g., from carrier wave in DL spectrum to backscattering in UL spectrum, may result in additional backscatter loss, which should be defined and studied as well. 
	1H
	Ambient IoT backscatter loss (dB)
Note: due to, e.g., impedance mismatch

	1L
	Modulation factor (dB)
Note: due to modulation schemes



· Device activation threshold
The main difference between the tag and the legacy UE, in terms of operational capability, lies in the requirement for the tag to transition to active mode, enabling it to properly conduct data transmission and reception with sufficient energy. In particular, the power of the incoming signal must exceed the activation threshold of the tag for the transition to active mode. Factors critical to the transition include the power of the transmitted signal and the sensitivity of tag, represented by the threshold value of the tag. These values can significantly impact the coverage performance of the tag, which makes the use of realistic values essential for evaluating the actual performance of AIoT systems. A good starting point for the activation threshold could be -30 dBm for device 1 and -40 dBm for device 2, respectively.

Proposal 7. Adopt Table 2 for the link-budget analysis.

Table 2 Link budget template
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	0A
	Scenarios
	D1T1-A/B/C… D2T2-A/B/C…
	D1T1-A/B/C… D2T2-A/B/C…

	0B
	Device type
	Device type 1/2a/2b
	Device type 1/2a/2b

	0C
	Center frequency
	900MHz (n8 band)
	900MHz (n8 band)

	1A
	CW Tx power (dBm)
	N/A
	[UL spectrum]
· Option 1. 23 dBm 
· Option 2. 26 dBm 
[DL spectrum]
· Option 1. 30 dBm
· Option 2. 33 dBm 
Note: only applicable for device 1/2a

	1B
	CW Tx antenna gain (dBi)
	N/A
	[UL spectrum]
· Option 1. 0 dBm 
[DL spectrum]
· 0, 3, or 6 dBi
· The maximum EIPR = 36 dBm 
Note: only applicable for device 1/2a

	1C
	Path loss on CW
	N/A
	· InF-DH LOS for D1T1 
· InF-SH LOS for D2T2

	1D
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	1
	 1

	1E
	Total Tx Power for occupied BW (dBm) 
	[UL spectrum]
· Option 1. 23 dBm 
· Option 2. 26 dBm 
[DL spectrum]
· Option 1. 30 dBm
· Option 2. 33 dBm 
	1A+1B-1C

	1F
	Occupied bandwidth (Hz)
	Refer to LLS assumptions
	Refer to LLS assumptions

	1G
	Tx antenna gain (dBi)
	[CW in UL spectrum]
· Option 1. 0 dBm 
[CW in DL spectrum]
· 0, 3, or 6 dBi
· The maximum EIPR = 36 dBm 

	0 dBi

	1H
	Ambient IoT backscatter loss (dB)

	N/A
	Without frequency shift loss
· 6dB for OOK
· 2dB for BPSK
With frequency shift loss
· FFS for OOK
· FFS for BPSK
Note: Only for device 1 and 2a 

	1J
	Ambient IoT on-object antenna penalty
	N/A
	0.9 dB for cardboard
10.4 dB for aluminum

	1K
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	10 dB for device 2a

	1L
	Modulation factor (dB)

Note: due to modulation schemes
	N/A
	

	1L
	EIRP (dBm)
	Calculated
	Calculated

	2A
	Number of receive antenna elements / TxRU / chains modelled in LLS
	Same as 1D-D2R
	Same as 1D-R2D

	2B
	Occupied bandwidth (Hz)
	Refer to LLS assumptions
	Refer to LLS assumptions

	2C
	Receiver antenna gain (dBi)
	same as 1F-D2R
	Same as 1F-R2D

	2D
	Receiver Noise Figure (dB)
	Send LS to RAN4
	For BS as reader
· 5dB
For UE as reader
· 7dB

	2E
	Thermal Noise(dBm/Hz)
	-174
	-174

	2F
	Noise Power (dBm)
	Calculated
	Calculated

	2G
	Required SNR
	Reported by company, see section [xxx] for assumptions 
	Reported by company, see section [xxx] for assumptions

	2H
	Device activation threshold
	For device 1,
- 30 dBm 
For device 2,
- 40 dBm
	N/A

	2J
	Budget-Alt1/ Budget-Alt2
	-
	-

	2K
	CW cancellation (dB)
	N/A
	·  

	2L
	Receiver Sensitivity (dBm)

	[Budget-Alt 1]- 40dBm for all device types
[Budget-Alt 2]  Calculated
	[Budget-Alt 2]  Calculated

	3A
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	According to the propagation model and scenario
	According to the propagation model and scenario

	3B
	polarization mismatching loss (dB)
	3 dB
	3 dB

	3C
	BS selection/macro-diversity gain (dB)
	Reported by companies
	Reported by companies

	3D
	Other gains (dB) (if any please specify)
	Reported by companies
	Reported by companies

	4A
	MPL (dB)
	Calculated
	Calculated

	4B
	Distance (m)
	Calculated
	Calculated



Interference for the Coexistence Scenario
According the SID, AIoT system coexists with legacy NR system, making it essential to consider the interference due to the coexistence in evaluations. In particular, for in-band spectrum deployment, it is necessary to consider interference between two systems. Such interference primarily arise from the poor frequency selectivity of tags with very low complexity or from the extremely low performance of receivers. The interference has the potential to degrade the performance of each other. For the purpose of evaluation, the interference that can arise between the two type of UEs/devices should be taken into account for the coexistence scenarios. 
There are two different scenarios for the coexistence study between NR and AIoT. One scenario is that, NR and AIoT signal are from different base stations. For example, AIoT base stations/readers are indoor, and NR base stations are outdoor (i.e., there is no indoor communication between NR UE and the base station). For this scenario, we can rely on RAN 4 to conduct the study. Another scenarios is that, the base stations can transmit and/or receive NR and AIoT signal, shown as Figure 1. In our understanding, both scenarios are valid, and RAN1 should as least study the second scenario, which involves communication between NR UE and the base station indoors.
Observation 1: There are two scenarios need to be considered for coexistence study:
· Scenario #1: NR signal and AIoT signal are from different base stations.
· Scenario #2: NR signal and AIoT signal are from the same base station. 

Proposal 8. RAN 1 studies the coexistence scenario where the base station can operate for NR and AIoT systems.

In the rest of the paper, the discussions are for Scenario #2. The following interference can be identified at least for in-band operation within one cell:
· NR DL to R2D interference (@ tag): this interference can occur when signals in FDD DL spectrum, such as NR DL transmission, interfere with R2D transmission at the tag’s envelope detector receiver. As aforementioned, tags can struggle with high frequency selectivity. Thus, the bandwidth that the envelope detector can receive may also be wider than the occupied bandwidth actually used by the base station. This indicates that interference existing in adjacent channels can be received by the envelope detector together, ultimately overlapping with the desired signal (i.e., R2D transmission) in the baseband. The overlapped signals cannot be distinguished even via frequency filtering. The preliminary results and analysis can be found in section 2.1.2. 
[image: ]
Figure 1 NR DL to R2D interference


· Tag to NR UE interference (@gNB): this interference can occur when the base station receives uplink signals from both the tag and NR UE, with the tag’s uplink transmission interfering with that of the NR UE. Moreover, this can even stem from cases where tags utilize backscattering for uplink transmission when the tag and NR UE are in a close proximity, as shown in Figure 3. It is worth noting that, given tags are very low-complexity devices, equipping them with a precise filtering system can be challenging. Consequently, the total bandwidth that can be accepted by the tag’s backscattering system may also be broad, potentially up to about 20 MHz. This means that the tag’s backscattering system cannot distinguish and reflect specific signal or frequency precisely. It can result in a tag also reflecting non-CW signals (e.g., uplink signals from NR UE) not intended to be reflected, which interferes with the legacy UE’s UL transmission. The power of interference can be obtained using SLS or link-budget analysis. A study on how to determine it is needed.
[image: ]
Figure 2 Tag to NR UE interference 

· NR UE to tag interference (@ reader): this interference can occur when the base station receives uplink signals from both the tag and NR UE, with the NR UE’s uplink transmission interfering with that of the tag. The uplink signals from the NR UE can be reflect by the Tag which may also cause some additional interference for tag reception at reader according to the design of impedance matching. How to model the frequency response of the backscattering signal at adjacent frequency needs to be further studied. To mitigate the interference from NR signal to Tag signal, a frequency gap, i.e., guard-band, may be needed. Evaluations can be conducted to identify the frequency gap between carrier wave/Tag backscattering signal and NR UE signal. 

· Carrier wave interference when CW emitter is not the reader: this interference can occur when the carrier wave, intended for tag uplink transmission, interferes with the uplink transmissions of both the NR UE and the tag, as shown in Figure 1. When the carrier wave is carried in the FDD uplink band, it can possibly overpower and interfere with the uplink signals from the NR UE and the tag at the gNB. This is especially relevant for interference caused by carrier wave from another node to the backscattered uplink signal from the tag. Although the carrier wave also experiences propagation loss, reducing its received power at the gNB/reader, it may be still relatively strong compared to the backscattered signal from the tag. In addition, the carrier wave signal will also undergo nonlinear distortion after passing through the channel. Therefore, how to model the interference caused by carrier wave from another node needs to be studied, and the interference to the backscattered signal has to be evaluated. On the other hand, if carrier wave is transmitted from another node and the transmission power is no larger than 23 dBm, and if carrier wave and uplink signals of NR UE and tag (another A-IoT channel, if defined) are allocated in different frequencies, then this interference may not be a significant problem. If the carrier wave exists within the FDD downlink band, it can cause interference with the downlink reception at the NR UE in a similar manner, as shown in Figure 4.

[image: ]
Figure 3. CW interference when CW node is not the reader

· Carrier wave interference when CW emitter is the reader: this interference can occur when the carrier wave signal intended for tag uplink transmission interferes with the tag’s own uplink transmissions and potentially with NR UL signal. When the carrier wave is carried in the FDD uplink band, it may be challenging for the reader to distinguish between the CW and the signals backscattered from the tag. Additionally, as the carrier wave is reflected by the tag, signal strength can be reduced, potentially resulting in the carrier wave overpowering the tag’s uplink signal. In cases where the carrier wave exists within the FDD downlink band, it can interfere with the downlink reception at the tag in a similar manner. If carrier wave is at uplink band the link level performance can be evaluated together with uplink line code design. 
[image: ]
Figure 5. CW interference when CW node is the reader
· Note: in the above analysis, reader is used for AIoT UL and gNB is used for NR UL. They can be the same node or different nodes.
· Note2: in the above analysis, it is assumed that the carrier wave is transmitted in the UL band when applicable. 
The interference described above can increase, decrease or even be nonexistent, depending on various factors, such as the system design, the transmission and reception schemes of the tags and readers, and the waveform of CW, or etc. Therefore, identifying the diverse factors that can influence interference and discussing the potential impact under these assumptions are crucial steps in accurately evaluating the performance of AIoT systems. These assumptions may vary based on discussion in the section 9.4.1.2 and 9.4.2.1. Interference can be caused by the non-linearity stemming from the low complexity of tags. Additionally, the impact can vary based on the physical layer schemes of the AIoT systems. Hence, interference needs to be considered within link-level simulations, not the link-budget template.    

Proposal 9. For evaluation purpose, study the following interference scenarios to understand the impact of the coexistence with the legacy NR system with SLS and/or LLS. 
NR DL to R2D interference
Tag to NR UE interference 
NR UE to tag interference
Carrier wave to tag and NR UE interference for non-co-located node for CW and gNB
Carrier wave to tag interference for co-located node for CW and reader/gNB

Proposal 10. Study the various factors that can influence coexistence interference. 
Guard band between two systems 
Deployment of NR UEs  
Self-interference blocking capacity
Etc.


Proposal 11. Study how to model coexistence interference in link-level simulations. 

2.1.2 Preliminary results
UL performance with line code
The BLER performance of FDMA-based multiple D2R transmissions are evaluated comparing with non-multiplexing case, as shown in Figure z. In this evaluation, Miller encoding is used to evaluate the BLER performance of single device using Miller-4, Miller-8, Miller-16, respectively, and BLER performance of multiplexed three devices using Miller-4, Miller-8, Miller-16, respectively, to justify the link level BLER performance loss of FDMA-based D2R transmissions. This evaluation uses AWGN channel, pathloss model of UMi-LOS, 33dBm transmission power of carrier wave, payload size of 25 bits. Further details of the evaluation are provided in the Appendix.
It can be observed that for each Miller encoding scheme, 0.1% BLER can be achieved when CNR is about -3dB. 8-Miler and 16-Miler has about 0.1~0.3dB performance degradation comparing with 4-Miler, and negligible performance degradation of FDMA-based transmission comparing with single user case for each coding scheme respectively. In the evolution, no SFO is assumed. 
Observation 2. Miller encoding scheme, 0.1% BLER can be achieved when CNR is about -3dB. With an example of FDMA-based transmissions between three devices using Miller-4, Miller-8, and Miller-16, respectively, the link level BLER performance of FDMA-based case have ~0.3dB loss compared with single use case, which is acceptable performance loss for each user. 

[image: ]
Figure 6. BLER performance of non-multiplexed and FDMA-based D2R transmissions

DL coexistence study for A-IoT and NR
In the evaluation, A-IoT R2D signal and NR DL signal is assumed to be transmitted in the same band, there are some guards between A-IoT R2D signal and NR DL signal, shown as Figure 7. Some other assumptions can be found in Table A-1 in appendix, which also applies for the rest of results in this section. 
[image: ]
Figure 7 
Figure 8 demonstrates the spectrum when there is no guard between R2D signal and NR DL signal. In addition, R2D signal and NR DL signal have the same time-domain average power (where per RE power is different) 10dB higher than noise floor. From the figure, we can see that, if R2D signal and NR signal have the same time-domain average power, A-IOT signal has a much higher PSD than NR signal and the energy leakage from NR to R2D seems not serious. However, R2D signal will interfere with several adjacent RBs in NR sub-band. Interference level depends on relative power. Pulse shaping of R2D signal at NW side should be considered as a mandatory implementation. 
On the other hand, since A-IoT device doesn’t have the capability of pulse shaping, interference from D2R to NR UL may be an issue. A sufficient guard between A-IOT D2R and NR UL is needed. 
Observation 3. On the evaluation, pulse shaping should be considered for R2D. 
Observation 4. Study the sufficient guard between A-IOT D2R and NR UL to mitigate the interference of A-IoT D2R signal and NR UL signal. 
Figure 9 shows the spectrum after non-coherent envelope detection at A-IoT device. After non-coherent envelope detection, co-exist in-band interference will produce two impacts: A) introducing wideband noise-like interference and b) an additional direct-current component. The direct-current component needs to be removed, therefore, the line code for DL needs to be carefully selected considering the potential interference from NR signal, to avoid direct-current component. In addition, the increasing of equivalent noise floor will cause serious time-domain amplitude distortion, which requires a low-pass filtering. 
Observation 5. Line code design needs to consider the interference from NR signal to avoid direct-current component in the spectrum. 
Observation 6 To mitigate the interference of NR signal, low-pass filter is needed for A-IoT Tag. 
Figure 10 provides the performance of BER with same transmission power of A-IoT R2D and NR, with no guard. From the figure, it can be observed that, 1% BLER can be achieved with 0dB CINR (=CW power/(Interference power + noise power).). However, same transmission power between A-IoT R2D and NR is not a typical assumption, especially considering the typical bandwidth of A-IoT R2D may be 180kHz or 360kHz. Figure 11 provides the BER performance with different guard bandwidth. From the figure we can see that, with 32 PRBs as the guard, BER performance can be significantly increased. With enough guard, it is expected that more power can be used for NR DL. Some further study on the guard between A-IoT R2D and NR DL, with reasonable power allocation between to DL is needed.  
Observation 7. In the case of same time domain transmission power for NR DL signal and A-IoT R2D signal, for Manchester code, the performance for A-IoT R2D is acceptable without guard band, if pulse shaping is applied at transmitter side and low-pass filter is used at receiver side. 
Observation 8. Study the required guard between A-IoT R2D signal and NR DL signal with reasonable power allocation assumption, e.g., 1:3 or lower. 
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Figure 11
Considerations on Latency in A-IoT systems
As per the discussion in RAN#103, RAN1 has been tasked with evaluating latency and connection/device density.
	Proposal 5v2
· RAN design targets for user experienced data rate, maximum message size, and moving speed of device: those can be used as assumptions in coverage evaluations, i.e. the coverage evaluations are done under the conditions that meet those targets.
· Evaluations of RAN design targets for latency and connection/device density are allowed by the Rel-19 SID and observations on those evaluations can be captured in the TR38.769
Note: this is as per the SID: “NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.”



The definition of latency:
According to TR 22.840, the definition of end-to-end latency is as follows: “End to end latency refers to the time taken for an Ambient IoT device to transmit the message.” Furthermore, as per TR 38.848, the one-way end-to-end maximum latency assumes the inclusion of query/triggering time. Based on these definitions, the latency in A-IoT can be defined as the time taken for an ambient IoT device to transmit the message, including the query/triggering time. In the inventory use case, the message transmitted by the tag can be defined as the tag’s inventory information. Therefore, the latency for the inventory use case can be defined as follows: 
For the inventory use case: the time interval between the time that the inventory request is sent from a reader and the time that the inventory message from a tag is successfully received at the reader.
In the case of the command use case, defining the message that the tag transmits to the reader can be ambiguous since he tag may only perform the action in response to the received command without transmitting any specific message back to the reader. Hence, for the command use case, it may be more appropriate to define latency only concerning the reception of the triggering message. Therefore, the latency for the command use case can be defined as follows:
 For the command use case: the time interval between the time that the command is sent from a reader and the time that the command is successfully received at a tag.

Proposal 12. Definition of the latency is refined as follows:
For the inventory use case: the time interval between the time that the inventory request is sent from a reader and the time that the inventory message from a tag is successfully received at the reader.
· The successful reception means that the reader has a successful CRC check in the inventory message. 
For the command use case: the time interval between the time that the command is sent from a reader and the time that the command is successfully received at a tag.
· The successful reception means that the tag has a successful CRC check in the command.
The processing time is not included in latency.

The evaluation of latency and connection/device density:
The total time it takes to perform inventory or command process for the entire tags within the coverage, i.e., the latency for the entire tags, can vary based on the system’s connection/device density. For instance, as the density of tags increase, the likelihood of collisions between tags also rises. In addition, the time gap for multiplexing among tags can increase proportionally with the connection density. Therefore, evaluating latency and connection/device density can adopt “the total latency across all devices within the coverage” as a performance metric. According to TR 38.848, the maximum connection density specified for indoor scenarios is 150 devices per 100m2. Hence, in this SI, it is feasible to perform this evaluation by calculating the total latency for the maximum density. The following is an example of how to calculate the total latency:
1. Derive SINR of the system under the certain assumptions. This can be acquired using SLS or calculated through a link-budget analysis. Interference modeling is required.
2. Determine the system reliability (%) based on the obtained SINR. This can be achieved using BLER vs. SINR obtained from LLS. 
3. Based on the reliability, calculate the total latency for the entire set of tags. For the command use case, this calculation might include the latency defined for a single tag above and the time gap between each tag. For the inventory use case, the latency defined for a single tag above and the time required for contention-based access in a multiple access scenario are considered. 
According to TR 38.848, the latency targets for the AIoT system are defined as a longer latency target of 10 seconds and a shorter latency target of 1 second. However, these are for one-way end-to-end maximum latency targets, which seems to be difficult to set a basis for the evaluations discussed above. Therefore, it may be necessary to set new criteria for performance metrics related to the latency and connection/device density. These criteria could vary depending on the use case.

Proposal 13. Study the evaluation methodology for the latency and connection/device density.

Proposal 14. The total latency across all devices within the coverage can be used as the performance metric for the latency and connection/device density evaluation.

Proposal 15. The performance criteria for each use case should be set for the latency and connection/device density.



3 
3 Conclusion
In this contribution, we made the following observations and proposals:

Observation 1: There are two scenarios need to be considered for coexistence study:
Scenario #1: NR signal and AIoT signal are from different base stations.
Scenario #2: NR signal and AIoT signal are from the same base station. 
Observation 2. Miller encoding scheme, 0.1% BLER can be achieved when CNR is about -3dB. With an example of FDMA-based transmissions between three devices using Miller-4, Miller-8, and Miller-16, respectively, the link level BLER performance of FDMA-based case have ~0.3dB loss compared with single use case, which is acceptable performance loss for each user. 
Observation 3. On the evaluation, pulse shaping should be considered for R2D. 
Observation 4. Study the sufficient guard between A-IOT D2R and NR UL to mitigate the interference of A-IoT D2R signal and NR UL signal. 
Observation 5. Line code design needs to consider the interference from NR signal to avoid direct-current component in the spectrum. 
Observation 6 To mitigate the interference of NR signal, low-pass filter is needed for A-IoT Tag. 
Observation 7. In the case of same time domain transmission power for NR DL signal and A-IoT R2D signal, for Manchester code, the performance for A-IoT R2D is acceptable without guard band, if pulse shaping is applied at transmitter side and low-pass filter is used at receiver side. 
Observation 8. Study the required guard between A-IoT R2D signal and NR DL signal with reasonable power allocation assumption, e.g., 1:3 or lower. 


Proposal 1. For evaluation purpose, adopt a uniform tag dropping approach as the baseline tag distribution.

Proposal 2. For evaluation purpose, study appropriate values for the minimum distance between tags. 

Proposal 3. The following sampling frequency offset are considered in the link level simulation.
Initial sampling frequency offset (SFO) for device 1 and device 2a = [104~105] ppm
Initial sampling frequency offset (SFO) for device 2b = [103~104] ppm
Proposal 4. The relationship between an SFO and the corresponding number of samples for the demodulating one symbol (N) can be N=T×R ±⌈SFO×R⌉ where T denotes one symbol duration and R is the sampling rate.

Proposal 5. 1.92MHz is considered in the link level simulation as the sampling rate for tag. 

Proposal 6. Adopt Table 1 for the coverage evaluation assumptions.

Proposal 7. Adopt Table 2 for the link-budget analysis.

Proposal 8. RAN 1 studies the coexistence scenario where the base station can operate for NR and AIoT systems.

Proposal 9. For evaluation purpose, study the following interference scenarios to understand the impact of the coexistence with the legacy NR system with SLS and/or LLS. 
NR DL to R2D interference
Tag to NR UE interference 
NR UE to tag interference
Carrier wave to tag and NR UE interference for non-co-located node for CW and gNB
Carrier wave to tag interference for co-located node for CW and reader/gNB

Proposal 10. Study the various factors that can influence coexistence interference. 
Guard band between two systems 
Deployment of NR UEs  
Self-interference blocking capacity
Etc.

Proposal 11. Study how to model coexistence interference in link-level simulations. 

Proposal 12. Definition of the latency is refined as follows:
For the inventory use case: the time interval between the time that the inventory request is sent from a reader and the time that the inventory message from a tag is successfully received at the reader.
· The successful reception means that the reader has a successful CRC check in the inventory message. 
For the command use case: the time interval between the time that the command is sent from a reader and the time that the command is successfully received at a tag.
· The successful reception means that the tag has a successful CRC check in the command.
The processing time is not included in latency.
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Table A-1 Evaluation assumption for coexistence
	System Parameter
	Value

	FFT size
	1024

	CP length
	256

	Subcarrier spacing
	15 [kHz]

	Sampling rate
	15.36 [MHz]

	Channel bandwidth
	55 [RB]

	Noise figure
	0 [dB]

	IOT bandwidth
	Lowest 2 RBs in band

	Guard
	0 

	CW type
	Single-tone

	DL Parameter
	Value

	Encoder
	Manchester

	Modulator
	OOK

	Data rate
	60 [kbps]

	Signal bandwidth
	240 [kHz]

	# of bits per OFDM symbol
	4

	Detector
	Non-coherent envelope detection

	Lowpass filter
	Kaiser

	Lowpass stopband bandwidth
	360 [kHz]

	Lowpass passband bandwidth
	240 [kHz]

	Channel
	Single-tap Rayleigh

	Target demodulation threshold 
	1e-3



Table A-2 Evaluation assumption for UL performance with line encoding
	System Parameter
	Value

	FFT size
	1024

	CP length
	256

	Subcarrier spacing
	15 [kHz]

	Sampling rate
	15.36 [MHz]

	Channel bandwidth
	55 [RB]

	Noise figure
	5 [dB]

	Total IOT bandwidth
	55 [PRB]

	CW type
	Single-tone

	Data rate
	60 [kbps]

	Payload size
	25 [bit]

	D2R transmission time duration
	~5 CP-OFDM symbols

	Coding schemes
	Miller-4, Miller-8, Miller-16

	BS Tx power of carrier wave
	33 [dBm]

	BS antenna gain
	16 [dBi]

	Tag antenna gain
	0 [dBi]

	Reflection loss
	6 [dB]

	Fading loss margin
	10 [dB]

	Pathloss model
	UMi-LoS
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