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[bookmark: _Ref521334010]Introduction
In recent years, Artificial Intelligence (AI) and Machine Learning (ML) have attracted strong interest from academic circle, and proven to be surprisingly powerful in solving non-linear issues in wireless communication. In Rel-18, RAN1 studied the life cycle management (LCM) of AI/ML model/functionality, evaluated the performance gain in three selected use cases, i.e. CSI feedback, beam management, positioning, and also analyzed the potential specification impact. The valuable outcome is captured in TR 38.843 [1].
As the continuation of Rel-18 RAN1 SI, a new WI on support AI/ML in air interface was approved in Rel-19 [2]. Nevertheless, some controversial issues related to LCM require further study.
	· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 


In this contribution, we share our views on the incomplete study issues, including: model identification, UE-side model training data collection, model transfer/delivery, performance assessment/monitoring for inactive model, and additional condition. It is recognized that most of the mentioned issues are RAN2-lead. Meanwhile, RAN1 is responsible on the necessity, requirement and feasibility (from RAN1 angle), which need to be carefully investigated.
Model identification
[bookmark: _Ref161086747]General views on model-ID-based LCM
Model identification has been exhaustively discussed in both RAN1 and RAN2 during Rel-18 SI. It is a key component and the prerequisite of model-ID-based LCM. Unfortunately, previous study focused too much on ‘how to identify a model’ rather than ‘what’s the benefit of model identification and model-ID-based LCM than functionality-based LCM’. That’s also the main reason why it is still part of the study objective. So before we step into the detailed methods, we would like to firstly analyze the need and benefit of model identification and model-ID-based LCM. We focus on the case where model is deployed at UE-side. For comparison, functionality-based LCM is considered as the baseline, in which any UE-sided model is not identified by NW.
For better understanding on the motivation of model identification, we can start with answering the following questions.
Q1: What’s the prerequisite of ‘ideal’ model management?
For an AI/ML model, it is associated with condition and additional condition, which may therefore impact its performance and applicant [1].
	For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.


Hence, it is expected that an AI/ML model can achieve its best performance when the additional conditions, including NW-side and UE-side, are consistent between the training phase and inference phase. That is to say, if the training dataset is collected only under certain NW-side/UE-side additional conditions, the model may not perform well when NW-side/UE-side additional conditions in inference phase are vastly different. To manage the UE-side model(s) ideally, an entity, either NW or UE, needs to ensure the consistency between:
· UE-side additional condition during training phase and inference phase
· NW-side additional condition during training phase and inference phase
Observation 1: An AI/ML model can achieve optimal performance when both following conditions are met:
· NW-side additional conditions are consistent between the training phase and inference phase;
· UE-side additional conditions are consistent between the training phase and inference phase.
Q2: Is model identification sufficient to support ‘ideal’ model management?
As discussed above, the model can achieve optimal performance when both NW-side and UE-side additional conditions are consistent between training phase and inference phase. Meanwhile, model identification is for NW and UE (and perhaps OTT vendor) to align the understanding on an AI/ML model [1].
	Model identification: A process/method of identifying an AI/ML model for the common understanding between the NW and the UE. Note: The process/method of model identification may or may not be applicable. Note: Information regarding the AI/ML model may be shared during model identification.


Hence, no matter the model is identified online or offline, it is obvious that the model itself (or model-related information such as meta-info) only represents the additional conditions in training phase. In additional to the identified model, an entity still needs to know the additional conditions in inference phase, i.e. current additional condition, to judge the consistency of additional conditions between two phases, for proper model management. Consequently, model identification is not sufficient to support ‘ideal’ model-level control. 
Observation 2: Model identification can provide additional condition information of an AI/ML model, but only in training phase.
Figure 1 illustrates the relationship discussed above, assuming two UE-sided models, i.e. model#1 and model#2, are trained for a specific functionality by UE vendors. Model#1 and model#2 may be identified to NW offline or online. With that, both NW and UE have the knowledge of NW-side and UE-side additional conditions of model#1 and model#2 at training phase. However, during inference phase, by default:
· NW knows current NW-side additional conditions, but does not know current UE-side additional conditions. 
· UE knows current UE-side additional conditions, but does not know current NW-side additional conditions. 
Note that current WID only mentions the consistency of NW-side additional conditions. Let’s assume this will be supported eventually. Then one straightforward method is to indicate current NW-side additional condition from NW to UE, and let UE to control its models, e.g. switching between model#1 and model#2. Then UE have full knowledge of current NW-side and UE-side additional conditions, and may do ideal model management. Note that UE does not need a specified model ID to manage its model(s), so as model identification. What we need to support is indication/information of NW-side additional condition to UE.
[image: ]
[bookmark: _Ref161063651]Figure 1 An entity may need to align both NW-side and UE-side additional conditions between training phase and inference phase for model-level management.
Model ID may be useful when NW controls UE-sided model, as the most straightforward signaling to indicate model control commands precisely. However, if we insist that the reporting of current UE-side additional condition is not supported, NW cannot make optimum decision for UE-sided models in inference phase. 
Again we take Figure 1 as an example. Assuming the focused UE-side additional condition is UE speed. Specifically, model#1 is applicable for low UE speed, and model#2 is applicable for high UE speed, of which are known by both NW and UE via model identification. During inference phase, specification does not support reporting UE-side additional condition (e.g. UE speed) to NW. The NW does not know to which model shall be switched, due to lack of information about current UE speed. Then model ID becomes useless. There may be exceptions, like UE-side models generalize well among all UE-side additional conditions, e.g. one model generalizes well among all UE speeds. Or, the identified models will always guarantee the consistency of UE-side additional conditions, e.g. one model for low UE speed and the UE will always be in low speed. Thus NW does not need to care about UE-side additional condition. But these exceptions are too optimistic. We would like to emphasize that UE speed is just a simple example for UE-side additional condition, and such additional condition will be much more complicated in real world.
Observation 3: Model identification itself is not sufficient to support ‘ideal’ model management. In inference phase, additional effort is still needed for the consistency of both NW-side and UE-side additional condition.
· If UE takes the control of UE-side model, it needs to know NW-side additional condition of inference phase. The UE does not need standardized model ID to manage UE-sided model.
· If NW takes the control of UE-side model, it needs to know UE-side additional condition of inference phase. The NW needs standardized model ID to manage UE-sided model.
Note that the analysis above is not only available for one-sided model but also holds true for two-sided model. Due to lack of information of UE-side additional condition, NW cannot make optimum control on any UE part of two-sided models. On the contrary, UE can switch to a most suitable UE part of two-sided model once NW-side additional condition is assessable. 
Observation 4: As long as UE-side additional condition is unknown to NW during inference phase, NW cannot make optimum control on UE-side models, unless strong restrictions are set, e.g. the UE-side models always generalize well among all UE-side additional conditions, or the identified UE-side models will always guarantee the consistency of UE-side additional conditions (e.g. UE speed, Rx antenna assumption, sampling frequency error,…). 
Observation 5: As long as UE-side additional condition is unknown to NW during inference phase, it is better for UE to make decision on the actual model management of UE-side models. 
Q3: Is model identification the ‘only way’ to approach good AI/ML performance?
The high-level concept of additional condition was created in Rel-18 RAN1 study. In the early stage, it is usually explained as scenarios, sites, or datasets. Latter, the group comes out the formal definition, which is very conceptual and inclusive [1]. 
	For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion.


It is highlighted that any aspects assumed for the training of the model but not a part of UE capability for the AI/ML-enabled feature/FG belongs to additional condition. Hence, infinite aspects can be categorized as additional conditions. The currently identified aspects, such as gNB Tx beam pattern or UE speed, may be just a small set of additional condition family. Even worse, the additional conditions may be use case specific. For example, a model for CSI prediction may be sensitive to UE speed, but a model for BM-case1 may be robust against UE speed. It is unrealistic to sort, list and document all additional conditions for the purpose of perfect consistency/alignment.
Observation 6: Infinite aspects can be categorized as additional condition for signaling. It is unrealistic to sort, list and document all additional conditions for signaling for perfect consistency/alignment.
Go back to the starting point of model identification. Everything is aiming at better/best performance of AI/ML methods, especially for UE-sided models. However, model identification is not the only way to approach good performance. There are other ways such as improving generalization capability, management based on performance monitoring, etc. Note that performance monitoring addresses not only explicit additional condition-related issues, but also any other issues that potentially impacts the performance of AI/ML-based approaches, such as varying wireless environment. 
Current study focuses on the alignment/consistency of NW-side and UE-side additional condition, which seems quite straightforward to achieve good performance. However, if it is found out that such exercise requires unaffordable effort (which is likely to say so), we can still rely performance monitoring to address/alleviate this issue. Moreover, if the training dataset is constructed with different data from different NW-side/UE-side additional condition, the model performance may be acceptable to all cases thanks to the generalization capability. In other words, if the training dataset already includes enough data with different NW-side/UE-side additional condition, the performance of this model may be stable enough regardless the NW-side/UE-side additional condition during inference phase. Note that generalization may provide other benefit such as reducing the model number that need to be developed/tested/managed. We think Rel-19 may not need to support all candidates for the purpose of improving/guaranteeing the performance of AI/ML-based approaches.
[bookmark: _GoBack]Observation 7: Generalization capability can be one solution to address/alleviate additional condition consistency issue and provide minimum guaranteed performance.
Observation 8: Performance monitoring can be another solution to address/alleviate additional condition consistency issue and provide minimum guaranteed performance.
Analysis of different MI-Options
The following agreements and observation were agreed for the purpose of further discussion [3].
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion


Following the discussion in Section 2.1, we provide detailed analysis of each MI-Option in this section.
Model identification type A
Type A model identification purely relies on offline inter-vendor engineering coordination. It is somehow not fully aligned with the spirit of standardization, i.e. each vendor can individually develop its product and the products co-work well when they are put together. It is argued that the specification impact is minor, e.g. only model ID, but the profit is questionable since an individual vendor does not know how to use such model ID. More importantly, the exchanged meta information and procedure of offline model identification are totally out of 3GPP. RAN1 cannot justify the effectiveness of model identification type A. RAN1 cannot sign a blank check that model identification type A. If model identification is pursued in Rel-19, RAN1 should focus on online model identification, i.e. type B.
Proposal 1: Offline model identification, i.e. type A, is out of 3GPP and cannot be justified by RAN1.
[bookmark: _Ref162271480]MI-Option 1
MI-Option 1 is a kind of online model identification, i.e. type B, for UE-sided models. It is related to data collection related configuration(s) and/or indication(s). In our understanding, the procedure of MI-Option 1 may include the following steps.
· Step 1, training data collection phase. NW indicates an NW ID#1 to UE#A when NW provides data collection related configurations to UE, for the sake of UE-side model training. 
· For the purpose of aligning additional condition, this NW ID#1 may imply NW-side additional condition to some degree, but cannot imply UE-side additional condition. In other words, the same NW ID#1 implies the same NW-side additional condition. 
· Take AI/ML-based beam management as example. The notable NW-side additional condition may be the Tx beam pattern at gNB side. Different Tx beam patters at gNB side are represented by different NW IDs.
· In previous discussion, this NW ID#1 might be considered a model ID by some companies. 
· Step 2, training phase. OTT server collects training data from UEs (e.g. including UE#A) and trains AI/ML model(s), which is associated with NW-side additional conditions corresponding to NW ID#1.
· An AI/ML model may be trained with a synthetic dataset, constructed by data samples not only corresponds to NW ID#1 but also other NW IDs. In this case, an AI/ML model may be associated with multiple NW IDs, including but not limited to NW ID#1.
· Take AI/ML-based beam management as example. A UE-sided model may be trained using a dataset constructed by several sub-datasets corresponding to different NW IDs, which improves its generalization capability for Tx beam patterns at gNB side.
· Step 3, inference phase. UE#B deploys the AI/ML model(s) in Step 2. Depending who controls this AI/ML model, two alternative appears:
· Alt.S3-1, NW controls UE-sided model(s). UE#B needs to identify the AI/ML model(s) to NW, which is trained with the dataset associated to NW ID#1.
· UE#B needs to inform NW the NW ID#1 in some way, e.g. carry NW ID#1 into meta info and inform NW meta info, or incorporate NW ID#1 into model ID and inform NW the model ID.
· Then, NW compares NW ID#1 and current NW additional condition. NW manages the LCM of UE-sided model(s) by utilizing NW ID#1, ensuring the consistency of NW side additional condition of the model (at least in a best effort). 
· Take AI/ML-based beam management as example. UE#B needs to inform current gNB the NW ID#1, representing the suitable Tx beam pattern of gNB for its UE-sided model(s). Current gNB compares the Tx beam pattern of gNB of NW ID#1 and current Tx beam pattern, and then makes decision on UE-sided model(s) accordingly.
· Alt.S3-2, UE controls UE-sided model(s). UE#B does not need to identify the AI/ML model(s) to NW. On the contrary, NW need to inform UE a NW ID#2, representing current NW-side additional condition.
· NW informs UE#B the NW ID#2 of data collection related configuration of current stage, representing current NW-side additional condition. In this case, only NW ID#2 needs to be indicated. No need to indicate data collection related configurations/procedures.
· Then, UE compares NW ID#2 and NW ID#1. UE manages the LCM of UE-sided model(s) by utilizing NW ID#2 and NW ID#1, ensuring the consistency of NW side additional condition of the model (at least in a best effort).
· Take AI/ML-based beam management as example. Current gNB informs UE#B the NW ID#2, representing the Tx beam pattern of current gNB. UE#B compares the NW ID#1 and NW ID#2, i.e. the Tx beam pattern of gNB at training phase and inference phase, and then makes decision on UE-side model(s) accordingly.
The difference of these two alternatives is illustrated in Figure 2.
[image: ]
[bookmark: _Ref162273564]Figure 2 Different alternatives in MI-Option 1, i.e. NW control or UE control
Based on the procedure analyzed above, we can observe that:
· The model ID does not have to couple with the NW indicated ID during data collection and related configuration. 
· One possible way is that the NW indicated ID become part of model ID or even the complete model ID - it is skeptical whether this is workable considering inter-cell/region/vendor/PLMN cooperation may be needed to create globally unique model ID, or we just confirm that model ID is cell-specific.
· Another possible way is that the model ID does not couple with NW indicated ID, but determined/allocated by other ways. Instead, to inform current NW the NW-side additional condition during model training, the previous NW indicated ID (e.g. NW ID#1 in the previous example) may be carried in meta info of the model and sent to the current NW. 
· The information transmitted from NW to UE varies, depending on the alternatives in Step 3. 
· Alt.S3-1, NW controls UE-sided model(s).
· Data collection configuration of NW#1 in Step 1.
· NW indicated ID (NW ID#1) of NW#1 in Step 1. 
· Alt.S3-2, UE controls UE-sided model(s).
· Data collection configuration of NW#1 in Step 1.
· NW indicated ID (NW ID#1) of NW#1 in Step 1.
· NW indicated ID (NW ID#2) of NW#2 in Step 3.
· Similarly, the information transmitted from UE to NW varies, depending on the alternatives in Step 3. 
· Alt.S3-1, NW controls UE-sided model(s).
· NW indicated ID (NW ID#1) of NW#1 in Step 3. In a way of model ID, or carried in meta info, or other ways.
· Meta info of the identified model(s).
· Alt.S3-2, UE controls UE-sided model(s).
· None (or possibly UE may send a request to NW#2 for NW indicated ID (NW ID#2) of NW#2 in Step 3).
The motivation of MI-Option 1 is to ensure the NW-side additional conditions of UE-sided model between training and inference phase. This is realized by an abstract NW ID, which works as an anchor to represent a specific NW-side additional condition. But this does not mean NW should control UE-sided model by using a model ID:
· If NW controls UE-sided model, UE still needs to identify the UE-sided models to NW. And, NW still needs to dual with UE-side additional condition for proper controlling UE-sided model. 
· It may be too optimistic to simplify the UE-sided model development as ‘one dataset of NW#ID1 trains one or multiple logical model#1(s)’. UE vendor may develop a model by synthesis dataset constructed by sub-datasets collected in thousands of different cells, or from large time scale. 
· If UE controls UE-sided model, UE-side additional condition can be addressed by UE itself naturally. This is delightedly easier to accommodate functionality-based LCM. No model identification from UE to NW. The only add-on is NW to indicate NW ID#2 to UE during inference phase, which is the essential part of MI-Option 1 in Step 1. 
It is premature to say MI-Option 1 is a MUST-do mechanism. In our view it should be considered as training data categorization procedure. Still, for discussion purpose, we have the following proposal.
Proposal 2: For MI-Option 1, depending on who controls UE-sided model during inference phase, there are two alternatives:
· Alt.1, NW controls UE-sided model
· Step 1, training data collection phase, NW indicates an NW ID#1 to UE, representing NW-side additional condition;
· Step 2, training phase, no 3GPP signaling impact;
· Step 3, inference phase, UE reports the NW ID#1 in Step 1 to current NW, in a way of model ID, or carried in meta info, or other ways. NW controls LCM of UE-sided model via model ID, based on NW ID#1 and current NW additional condition.
· Alt.2, UE controls UE-sided model
· Step 1, training data collection phase, NW indicates an NW ID#1 to UE, representing NW-side additional condition;
· Step 2, training phase, no 3GPP signaling impact;
· Step 3, inference phase, current NW indicates NW ID#2 to UE, representing NW-side additional condition of current NW. UE controls LCM of UE-sided model without model ID, based on the comparison between NW ID#1 and NW ID#2.
[bookmark: _Ref162271792]MI-Option 2
MI-Option 2 is akin to MI-Option 1. The only difference is that the NW indicated ID (e.g. NW ID#1, NW ID#2 is associated to a specific dataset, rather than data collection configuration/procedure. The relationship, procedure, exchanged information of MI-Option 2 can refer to those of MI-Option 1, as discussed in Section 2.2.2. 
Still, such NW indicated ID (of dataset), i.e. NW ID, represents NW side additional condition to some degree. Take AI/ML-based positioning as example. For UE-sided model, the notable NW-side additional condition may be the timing offset range at TRPs. Different timing offset ranges at TRPs are represented by different NW IDs.
Proposal 3: For MI-Option 2, depending on who controls UE-sided model during inference phase, there are two alternatives:
· Alt.1, NW controls UE-sided model
· Step 1, training data collection phase, NW indicates an NW ID#1 to UE, associated with the transferred dataset, representing NW-side additional condition;
· Step 2, training phase, no 3GPP signaling impact;
· Step 3, inference phase, UE reports the NW ID#1 in Step 1 to current NW, in a way of model ID, or carried in meta info, or other ways. NW controls LCM of UE-sided model via model ID, based on NW ID#1 and current NW additional condition.
· Alt.2, UE controls UE-sided model
· Step 1, training data collection phase, NW indicates an NW ID#1 to UE, associated with the transferred dataset, representing NW-side additional condition;
· Step 2, training phase, no 3GPP signaling impact;
· Step 3, inference phase, current NW indicates NW ID#2 to UE, representing NW-side additional condition of current NW (but no need to transfer the dataset). UE controls LCM of UE-sided model without model ID, based on the comparison between NW ID#1 and NW ID#2.
As can be found in Section 2.2.2 and Section 2.2.3: 
· If network controls UE-sided model, model identification (or say registration) of a trained and deployed model from UE to NW is required on top of mechanism of NW indicated ID. This is an add-on and additional effort is needed.
· If network controls UE-sided model, the NW has to maintain a lot of UE-sided models and also the current UE-sided additional condition of each serving UE whose AI/ML feature has been enabled. 
· If UE controls UE-sided model, all we need to do is to support NW indicated ID from NW to UE. This can also release the NW burden on controlling UE-sided model. 
Proposal 4: If MI-Option 1 or MI-Option 2 is supported, prefer Alt.2, i.e. UE controls UE-sided model.
· Only NW indicated ID is supported. No need to support registration/identification of a trained UE-sided model from UE to NW.
There is one critical issue left for the NW indicated ID, i.e. the effective range. It may be per cell, (e.g. the network additional condition of NW ID=1 in cell#1 is NOT equal to NW ID=1 in cell#2), per cell group, per NW vendor, per PLMN or global. Intuitively, for this NW indicated ID, the larger effective range, the more useful it may be. But the difficulty will also increase since the consistency of NW indicated ID needs to be maintained across more gNB/NW entities. The same question is applied for both MI-Option 1 and MI-Option 2.
Proposal 5: For MI-Option 1 and MI-Option 2, if supported, FFS the effective range of NW indicated ID of data collection configuration/procedure or dataset, i.e.
· Per cell;
· Per cell group;
· Per NW vendor;
· Per PLMN;
· Global.
MI-Option 3
MI-Option 3 is related to model transfer from NW to UE. Since it is unrealistic for UE to support unknown model structure in the near future, it was agreed that model transfer z5 is deprioritized. [3].
	Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.


It is reasonable to assume that the NW should know whether the UE supports the structure of the model that going to be transferred. To align the understanding of supported model structure, two possible ways can be considered:
· Alt.1, UE indicates the supported model structure(s)
· Step 1, UE indicates the supported model structure(s) to NW;
· Step 2, NW transfers the model to UE, whose structure is supported in UE’s indication in Step 1.
· Alt.2, NW indicates the candidate model structure(s) 
· Step 1, NW indicates the candidate model structure(s) to UE;
· Step 2, UE reports to NW which structure(s) is supported, among NW’s candidates in Step 1;
· Step 3, NW transfers the model to UE, whose structure is supported in UE’s indication in Step 2.
No matter in Alt.1 or Alt.2, the key issue is how to indicate supported/candidate model structure. In our understanding, the indication may be direct or indirect. For indirect indication, if meta info of the model already carries information of its structure, Step 1 in Alt.1 or Alt.2 may be replaced by online model identification.
Proposal 6: For MI-Option 3, depending on who indicates model structure, there are two alternatives:
· Alt.1, UE indicates the supported model structure(s)
· Step 1, UE indicates the supported model structure(s) to NW;
· Step 2, NW transfers the model to UE, whose structure is supported in UE’s indication in Step 1.
· Alt.2, NW indicates the candidate model structure(s) 
· Step 1, NW indicates the candidate model structure(s) to UE;
· Step 2, UE reports to NW which structure(s) is supported, among NW’s candidates in Step 1;
· Step 3, NW transfers the model to UE, whose structure is supported in UE’s indication in Step 2.
Note that only procedures and exchanged information of model transfer are discussed in this section. The necessity and feasibility are discussed in Section 3.
[bookmark: _Ref115165112][bookmark: _Ref127215427][bookmark: _Ref127468483][bookmark: _Ref162276009][bookmark: _Ref134435654]Model transfer/delivery
Model transfer/delivery is a striking issue in Rel-18 SI. From RAN1 perspective, six model transfer/delivery types (i.e. case y and z1~z5) have been proposed and studied, which are categorized based on the training location and model format. From RAN2 perspective, eight solutions (i.e. 1a~4a and 1b~4b) were studied for model transfer/delivery to UE, which are categorized based on the container and source entity. Pros and cons, so as the current status and gaps, have been categorized in TR 38.843 [1]. But still, it is debatable whether there is a need to consider standardized solutions for transferring/delivering AI/ML model(s). Now that case z5 was deprioritized in RAN1#116 [3], we will only analyze y, z1~z4 in this section.
Let’s focus on the widely assumed case that the model is transferred from NW to UE. In our view, the necessity on standardized solution can be differentiated based on the training entity.
· If the AI/ML model is trained by UE vendor, there is no need to use standardized solutions. The reason is straightforward: there is no inter-vendor coordination effort that needs to be alleviated via standardization. AI/ML models are naturally trained, developed and deployed into UE device by UE vendors, all by implementation. In this case, standardization solution may even bring disadvantages since a specified feature may need to be tested by RAN4 before commercial use. Therefore, we do not seed the need to support case z1 and z3. 
· If the AI/ML model is trained by NW (NW vendor), standardized solution may be beneficial. Figure 3 illustrates the case when a NW needs to transfer model#5 to different UEs from different vendors. Ideally, this model#5 could be cell-specific and well-optimized for this cell. Another usage of model transfer is being an alternative of collaboration training for two-sided model use case. Similarly, it may happen that multiple NWs transfer their models to the same UE. With the help of standardization, it is expected that at least some of the following aspects will be specified: full or part of (reference) model structure, maximum model size/FLOPs, model transfer-related signaling and procedure, etc. The specified aspects do not require inter-vendor negotiation, and thus can reduce the burden of inter-vendor engineering coordination. 
[image: ]
[bookmark: _Ref157013187]Figure 3 NW trains a model and transfer the model to UE for use
Observation 9: For one-sided model at UE side, if the model is trained by UE side (UE vendor) itself, there is no need to pursue standardized solution for model transfer/delivery.
Observation 10: For UE-side models that trained by NW-side or two-sided models, it may be beneficial to consider standardized solution for model transfer/delivery to alleviate inter-vendor coordination effort.
Of course, something beneficial does not mean it is necessary. The huge effort on specifying model transfer is a non-negligible drawback. One possible way to reduce the standardization work is to select a small set of simple model structures (e.g. CNN) as reference model structure, which will be used for part of or the entire transferred AI/ML model. This may also simplify the discussion in RAN4 since a reference model can help TE vendor to design the test, especially for two-sided model case. Therefore, case z2 and z4 may be considerable. But for case z2, the model is described in propriety format, which implies offline coordination engineering effort. We think case z4 is more promising and should be focused on.
Proposal 7: No need to pursue model transfer case z1, z2 or z3 in Rel-19. 
Proposal 8: Further study model transfer z4 in Rel-19.
· As a starting point, a small set of simple model structures can be considered as reference model structures;
· Further study the value of z4 in terms of reduced effort from inter-vendor offline coordination, compared to case y with NW-side training;
· Further study the feasibility of parameter update with the same model structure in UE device.
Data collection for UE-sided model training
CN/OAM/OTT collection of UE-sided model training data has been roughly discussed in RAN2 in Rel-18, but no consensus or recommendation was reached [1].
	7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
[bookmark: _Ref156913615]2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


As AI/ML is a data driven approach, it is self-evident that data collection for UE-side model training is the essential feature for UE-sided model. There is a clear division of responsibility between RAN1 and higher layers (including RAN2):
· RAN1 is responsible for data collection in the air interface, e.g. collecting data by measurement into UE device.
· Higher layers (including RAN2) are responsible for data collection from UE device to the OTT server for UE-side model training, i.e. delivery of a set of collected data. 
From RAN1 perspective, the normative work on data collection for UE-side model training is already started, for each agreed use case. For example, for beam management, data collection initiated/triggered by configuration from NW or request from UE are under discussion. For another example, for positioning, the ground-truth label, measurement for model input and quality indicator for data collection have been identified. However, how to transfer/deliver the collected data in UE device to OTT server is out of RAN1scope.
Observation 11: RAN1 already starts the normative work of data collection for UE-side model training within RAN1 scope, including the corresponding contents of UE data collection per WI use case.
Obviously, CN/OAM/OTT collection of UE-sided model training data shall be discussed in RAN2, and possibly even higher layers. Intuitively, several concerns related to privacy, proprietary, data leakage and data safety should be addressed. Anyway, it is out of RAN1 scope.
Proposal 9: For data collection for UE-side model training,
· RAN1 focuses on how to collect training data into UE device in air interface, including the corresponding contents of UE data collection per WI use case;
· RAN2 and higher layers focus on whether and how the training data is transferred/delivered from UE device to UE-side server, e.g. via CN/OAM/OTT.
Other study
Performance assessment/monitoring for inactive model
Performance monitoring is an important part of the LCM, since the effectiveness of an AI/ML model may degrade along with the varying wireless environment. AI/ML functionality has a similar situation. That’s why performance monitoring is included in both common framework objective and also use case specific objective in Rel-19 WI. However, the ongoing normative work on performance monitoring is mainly under the assumption that the monitored model/functionality is active model/functionality. Performance assessment/monitoring for inactive models was agreed to be studied, but no further conclusion was made due to the limited time.
Let’s reconsider the question on ‘necessity’ for different potential LCM.
· Is there a need to assess the performance of inactive model in functionality-based LCM?
The most important principle of functionality-based LCM is that the UE-sided model is not identified, and the management of model-level LCM is completely up to UE implementation. Such principle shall be followed and should not change for performance assessment. 
Observation 12: For functionality-based LCM, whether and how to assess/monitor the performance of an inactive model at UE-side is up to UE implementation.
· Is there a need to assess the performance of inactive model in model-ID-based LCM?
Normally, the NW or the UE needs to assess the performance of inactive models before it makes LCM related decision. Take model switching as an example, when the performance of active model deteriorates, the NW or UE should switch to a model which potentially provides better performance. The selected model may be inactive due to UE’s limited capability on computation and power. Note that even if an inactive model has been activated and monitored in the same cell before, such performance assessment may still be needed when considering activating this model again, since the wireless environment is always varying and the previous monitoring result may not be reliable. Note that this is under the assumption that model-ID-based LCM is supported. 
Proposal 10: For model-ID-based LCM (if supported), it is beneficial to assess/monitor the performance of a specific inactive model at UE-side.
· Is there a need to assess the performance of inactive functionality in functionality-based LCM?
Similar to the case of inactive model in model-ID-based LCM, assessing the performance of inactive functionality is beneficial for proper LCM management.
Proposal 11: For functionality-based LCM, it is beneficial to assess/monitor the performance of a specific inactive functionality at UE-side.
[image: ]
[bookmark: _Ref158024566]Figure 4 Assess/monitor the performance of an inactive model
There may be slight difference between monitoring active model and inactive model, i.e. the inactive model cannot do inference, as shown in Figure 4. Hence, two possible directions can be further considered:
· Assess the performance based on methods that do not require inference, e.g. input distribution based method.
· Assess the performance based on inference after activating the model temporally for the purpose of monitoring. 
Detailed solutions can be studied once the group reach consensus on the motivation and necessity.
Full picture of additional condition 
In Rel-18, the concepts of condition and additional condition was raised and discussed passionately. The definition is still in high-level, which can be roughly described as follows.
· Condition: the supported configuration(s) that indicated in UE capability for AI/ML-enabled Feature/FG.
· This means condition is both (1) specified and (2) in UE capability.
· Additional condition: aspects that are assumed for the training of the model, but not a part of UE capability for the AI/ML-enabled feature/FG.
· This means additional condition is either (1) unspecified or (2) specified but not part of UE capability.
Additional condition can be categorized as NW-side condition and UE-side condition. At the beginning, scenarios, sites and dataset are often taken as the examples of additional conditions. Specifically, some typical examples used for discussion include:
· NW-side additional condition: gNB Tx beam shape pattern, clutter pattern in a factory, cell ID, etc.
· UE-side additional condition: UE speed, UE Rx beam characteristics, dataset that used to train a UE-side model, etc.
During Rel-18 study, a lot of effort is spent on the consistency of NW-side additional condition for a UE-sided model, which is included in Rel-19 WID eventually. However, there are a few other cases related to additional conditions. Table 1 summarizes the additional conditions that may be worthy to study besides NW-side additional condition for UE-sided model.
[bookmark: _Ref157021862]Table 1 Summary of additional conditions in different cases
	Additional condition of which side
	Model at which side
	Who manages model
	Situation

	NW-side 
	UE-sided
	UE
	· Already included in the WID
· May be useful for UE-side AI/ML (incl. functionality-based LCM)

	UE-side 
	UE-sided
	NW
	· Not explicitly included in WID
· May be useful in model-ID-based LCM, if NW controls UE-side models

	UE-side 
	NW-sided
	NW
	· Not explicitly included in WID
· May be useful for NW-side AI/ML

	NW-side and UE-side 
	Two-sided
	NW, UE or both
	· Not explicitly included in WID
· May be useful in two-sided model use case


In summary, the following cases should be considered to facilitate the proper use of UE-sided, NW-sided or two-sided model, in addition to NW-side additional condition for UE-sided model from UE perspective:
· Ensuring the consistency of UE-side additional condition for UE-sided model from NW perspective, if NW controls the model in model-ID-based LCM is supported.
· Ensuring the consistency of UE-side additional condition for NW-sided models from NW perspective.
· Ensuring the consistency of UE-side and NW-side additional condition, if two-side model use case (i.e. CSI compression) is supported.
Note that, some potential solutions on the consistency of NW-side additional condition for UE-sided model identified during Rel-18 may be directly reused for the all cases above. One typical example is by performance monitoring, which is very generic. It is expected that only minor additional effort is needed for the mentioned cases.
Proposal 12: Further study the additional conditions of the following cases:
· Ensuring the consistency of UE-side additional condition for UE-sided model from NW perspective, if NW controls the model in model-ID-based LCM is supported.
· Ensuring the consistency of UE-side additional condition for NW-sided models from NW perspective.
· Ensuring the consistency of UE-side and NW-side additional condition, if two-side model use case (i.e. CSI compression) is supported.
Conclusion
In this contribution, we provide our views on other aspects of AI/ML for NR air interface. The observations and proposals are summarized as follows:
Observation 1: An AI/ML model can achieve optimal performance when both following conditions are met:
· NW-side additional conditions are consistent between the training phase and inference phase;
· UE-side additional conditions are consistent between the training phase and inference phase.
Observation 2: Model identification can provide additional condition information of an AI/ML model, but only in training phase.
Observation 3: Model identification itself is not sufficient to support ‘ideal’ model management. In inference phase, additional effort is still needed for the consistency of both NW-side and UE-side additional condition.
· If UE takes the control of UE-side model, it needs to know NW-side additional condition of inference phase. The UE does not need standardized model ID to manage UE-sided model.
· If NW takes the control of UE-side model, it needs to know UE-side additional condition of inference phase. The NW needs standardized model ID to manage UE-sided model.
Observation 4: As long as UE-side additional condition is unknown to NW during inference phase, NW cannot make optimum control on UE-side models, unless strong restrictions are set, e.g. the UE-side models always generalize well among all UE-side additional conditions, or the identified UE-side models will always guarantee the consistency of UE-side additional conditions (e.g. UE speed, Rx antenna assumption, sampling frequency error,…). 
Observation 5: As long as UE-side additional condition is unknown to NW during inference phase, it is better for UE to make decision on the actual model management of UE-side models. 
Observation 6: Infinite aspects can be categorized as additional condition for signaling. It is unrealistic to sort, list and document all additional conditions for signaling for perfect consistency/alignment.
Observation 7: Generalization capability can be one solution to address/alleviate additional condition consistency issue and provide minimum guaranteed performance.
Observation 8: Performance monitoring can be another solution to address/alleviate additional condition consistency issue and provide minimum guaranteed performance.
Observation 9: For one-sided model at UE side, if the model is trained by UE side (UE vendor) itself, there is no need to pursue standardized solution for model transfer/delivery.
Observation 10: For UE-side models that trained by NW-side or two-sided models, it may be beneficial to consider standardized solution for model transfer/delivery to alleviate inter-vendor coordination effort.
Observation 11: RAN1 already starts the normative work of data collection for UE-side model training within RAN1 scope, including the corresponding contents of UE data collection per WI use case.
Observation 12: For functionality-based LCM, whether and how to assess/monitor the performance of an inactive model at UE-side is up to UE implementation.
Proposal 1: Offline model identification, i.e. type A, is out of 3GPP and cannot be justified by RAN1.
Proposal 2: For MI-Option 1, depending on who controls UE-sided model during inference phase, there are two alternatives:
· Alt.1, NW controls UE-sided model
· Step 1, training data collection phase, NW indicates an NW ID#1 to UE, representing NW-side additional condition;
· Step 2, training phase, no 3GPP signaling impact;
· Step 3, inference phase, UE reports the NW ID#1 in Step 1 to current NW, in a way of model ID, or carried in meta info, or other ways. NW controls LCM of UE-sided model via model ID, based on NW ID#1 and current NW additional condition.
· Alt.2, UE controls UE-sided model
· Step 1, training data collection phase, NW indicates an NW ID#1 to UE, representing NW-side additional condition;
· Step 2, training phase, no 3GPP signaling impact;
· Step 3, inference phase, current NW indicates NW ID#2 to UE, representing NW-side additional condition of current NW. UE controls LCM of UE-sided model without model ID, based on the comparison between NW ID#1 and NW ID#2.
Proposal 3: For MI-Option 2, depending on who controls UE-sided model during inference phase, there are two alternatives:
· Alt.1, NW controls UE-sided model
· Step 1, training data collection phase, NW indicates an NW ID#1 to UE, associated with the transferred dataset, representing NW-side additional condition;
· Step 2, training phase, no 3GPP signaling impact;
· Step 3, inference phase, UE reports the NW ID#1 in Step 1 to current NW, in a way of model ID, or carried in meta info, or other ways. NW controls LCM of UE-sided model via model ID, based on NW ID#1 and current NW additional condition.
· Alt.2, UE controls UE-sided model
· Step 1, training data collection phase, NW indicates an NW ID#1 to UE, associated with the transferred dataset, representing NW-side additional condition;
· Step 2, training phase, no 3GPP signaling impact;
· Step 3, inference phase, current NW indicates NW ID#2 to UE, representing NW-side additional condition of current NW (but no need to transfer the dataset). UE controls LCM of UE-sided model without model ID, based on the comparison between NW ID#1 and NW ID#2.
Proposal 4: If MI-Option 1 or MI-Option 2 is supported, prefer Alt.2, i.e. UE controls UE-sided model.
· Only NW indicated ID is supported. No need to support registration/identification of a trained UE-sided model from UE to NW.
Proposal 5: For MI-Option 1 and MI-Option 2, if supported, FFS the effective range of NW indicated ID of data collection configuration/procedure or dataset, i.e.
· Per cell;
· Per cell group;
· Per NW vendor;
· Per PLMN;
· Global.
Proposal 6: For MI-Option 3, depending on who indicates model structure, there are two alternatives:
· Alt.1, UE indicates the supported model structure(s)
· Step 1, UE indicates the supported model structure(s) to NW;
· Step 2, NW transfers the model to UE, whose structure is supported in UE’s indication in Step 1.
· Alt.2, NW indicates the candidate model structure(s) 
· Step 1, NW indicates the candidate model structure(s) to UE;
· Step 2, UE reports to NW which structure(s) is supported, among NW’s candidates in Step 1;
· Step 3, NW transfers the model to UE, whose structure is supported in UE’s indication in Step 2.
Proposal 7: No need to pursue model transfer case z1, z2 or z3 in Rel-19. 
Proposal 8: Further study model transfer z4 in Rel-19.
· As a starting point, a small set of simple model structures can be considered as reference model structures;
· Further study the value of z4 in terms of reduced effort from inter-vendor offline coordination, compared to case y with NW-side training;
· Further study the feasibility of parameter update with the same model structure in UE device.
Proposal 9: For data collection for UE-side model training,
· RAN1 focuses on how to collect training data into UE device in air interface, including the corresponding contents of UE data collection per WI use case;
· RAN2 and higher layers focus on whether and how the training data is transferred/delivered from UE device to UE-side server, e.g. via CN/OAM/OTT.
Proposal 10: For model-ID-based LCM (if supported), it is beneficial to assess/monitor the performance of a specific inactive model at UE-side.
Proposal 11: For functionality-based LCM, it is beneficial to assess/monitor the performance of a specific inactive functionality at UE-side.
Proposal 12: Further study the additional conditions of the following cases:
· Ensuring the consistency of UE-side additional condition for UE-sided model from NW perspective, if NW controls the model in model-ID-based LCM is supported.
· Ensuring the consistency of UE-side additional condition for NW-sided models from NW perspective.
· Ensuring the consistency of UE-side and NW-side additional condition, if two-side model use case (i.e. CSI compression) is supported.
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