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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]RAN#116 is the first RAN1 meeting for Rel-19 WI on AI and ML for NR air interface (NR_AIML_AIR). Regarding study of CSI compression under the CSI feedback enhancement use case, companies have reached agreement/consensus on a few important topics [1]:
· Categorization of temporal domain CSI compression using two-sided model based on whether past CSI information is used at UE side and/or NW side and whether the target CSI slot (for reporting) is for the present slot or future slot(s) which may include present slot as well.
· Additional assumptions, BL option(s), and KPI for evaluation of AI/ML-based temporal domain CSI compression like UE distribution options, adding CSI feedback overhead rate as reference KPI, etc.
· For the concern of inter-vendor collaboration issues, companies have agreed and identified a set of aspects and options for further study.   
In this contribution, we discuss evaluation results for temporal domain CSI compression based on our study and share our view regarding the pros and cons of various options agreed in RAN1#116 [1] to alleviate the issues on inter-vendor training collaboration for the identified aspects (complexity, performance, interoperability/testing, and feasibility).

Discussion on inter-vendor collaboration 
As specified in the WID for NR_AIML_Air [2], one of the study objectives for CSI feedback enhancement is to study ways to alleviate/resolve issues related to inter-vendor training collaboration as shown below.Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 


Companies spent significant amount of time during RAN1#116 to discuss potential options to reduce the effort and complexity of inter-vendor collaboration for 2-sided model and have identified a set of options for further study as indicated below.

Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

In addition, companies have reached agreement on a set of important high-level aspects shown below to facilitate the comparison and pros and cons analyses across various options.Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.

In this section, we discuss each option based on the identified aspects.
· Option 1: Fully standardized reference model (structure + parameters)
· Collaboration complexity:
· If companies agree to fully standardize the reference model, this option has the least complexity involved among the 5 options.
· Performance:
· Compared to vendor (UE or NW) specific model(s), performance may be impacted using this option.
· Interoperability and RAN4/testing related aspects:
· This option has the least interoperability testing effort involved among the 5 options.
· Feasibility:
· This option requires more discussion time and effort among companies and may be difficult to get consensus on the reference model structure and parameters.
· There are other issues remained to be discussed/resolved, e.g., how to handle model updates.
· Option 2: Standardized dataset
· Collaboration complexity:
· Depending on whether the reference model structure (including quantization part) is specified, significant collaboration effort may still be involved, e.g., how to pair/align encoder and decoder, quantization and dequantization method(s) and quantization codebooks.
· This option may be sub-categorized into:
· 2a) Reference model structure is specified.
· 2b) Reference model structure is not specified.
· Performance:
· If “only” dataset is standardized/specified, model performance depends on vendor implementation and potential optimization of the encoder and decoder. This option may have performance benefit compared to Option 1.
· Interoperability and RAN4/testing related aspects:
· Depending on whether the reference model structure (including quantization part) is specified, significant effort may be involved, e.g., what assumptions and/or alignment between quantization and dequantization method(s) and quantization codebooks.
· Feasibility:
· In addition to issues related to pairing/alignment between encoder and decoder and between quantization and dequantization methods and codebook(s), standardizing dataset(s) may have privacy concerns, thus, companies may not be willing to do so.
· There are other issues remained to be discussed/resolved, e.g., whether dataset(s) for model updates also need(s) full standardization or just data format.
· Depending on companies’ view on dataset privacy, this option may be less feasible.
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Collaboration complexity:
· Depending on whether the dataset is standardized and what training collaboration type is used, collaboration complexity/effort may be different.
· This option may be sub-categorized into:
· 3a) Dataset is specified.
· 3b) Dataset is not specified.
· Performance:
· Compared to vendor (UE or NW) specific model structure(s), performance may be impacted using this option. Given that parameters are based on vendor implementation, some level of optimization can be achieved by vendor.
· Performance concern may be less compared to Option 1.
· Interoperability and RAN4/testing related aspects:
· Depending on whether the dataset is standardized/specified, significant interoperability testing effort may be involved in the case that vendors choose to use different datasets or dataset formats.
· Feasibility:
· Compared to Option 1, this option may 
· Require less time in agreeing reference model structure only among companies. 
· Require more time/effort in discussing the mechanism(s) for model parameter exchanges and the mechanism(s) to ensure training data consistency between encoder and decoder and alignment of quantizer, de-quantizer.
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Collaboration complexity
· This option alone can reduce some collaboration effort compared to the case in which each vendor may choose its own data/dataset format. However, significant collaboration effort may still be involved, and the effort may be different depending on whether the reference model structure is specified, for example:
· Handling of dataset exchange options.
· Handling alignment/pairing between encoder and decoder
· Handling alignment of quantization and dequantization method(s) and codebook(s).
· This option may be sub-categorized into:
· 4a) Reference model structure is specified.
· 4b) Reference model structure is not specified.
· Performance:
· The performance for using this option would be very similar to what was studied in Rel-18 if reference model structure is not specified (model is completely dependent on vendor implementation).
· Interoperability and RAN4/testing related aspects:
· If reference model structure is not specified, this option alone provides limited alleviation on interoperability testing effort as major issues specified under collaboration complexity aspect remain to be resolved.
· Agreeing on using common data / dataset format should be considered as a minimum requirement.
· Feasibility:
· This option doesn’t cause data and/or vendor implementation sensitivity/privacy concern, thus, it may require less effort in reaching consensus on what data/dataset format to use, compared to options 1 – 3.
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· Collaboration complexity
· This option assumes model format is specified/standardized, e.g., using open format like Pickle, ONNX, etc., which can reduce some collaboration effort compared to the case in which each vendor may choose its own model format. However, significant collaboration effort may still be involved, for example:
· Dealing with model exchange options.
· Handling model alignment between encoder and decoder, including alignment of quantization and dequantization method(s) and quantization codebook(s).
· Handling of dataset exchange and potential alignment if needed.
· Performance:
· The performance for using this option alone would be very similar to what was studied in Rel-18 (model is completely dependent on vendor implementation).
· Interoperability and RAN4/testing related aspects:
· This option alone provides limited alleviation on interoperability testing effort as major issues specified under collaboration complexity aspect remain to be resolved.
· Agreeing on using common model format should be considered as a minimum requirement.
· Feasibility
· This option doesn’t cause data and/or vendor implementation sensitivity/privacy concern, thus, it may require less effort in reaching consensus on what data/dataset format to use, compared to options 1 – 3.
We summarize our view for each agreed-upon option across various identified aspects in Table 2-1. 
Table 2-1: Comparison among various options for inter-vendor collaboration issue
	
	Collaboration complexity
	Performance
	Interoperability and testing aspects
	Feasibility

	Option 1
(Fully standardize reference model)
	Least complexity among the 5 options

	May be impacted compared to vendor (UE or NW) specific model(s). 
	Least testing effort involved among the 5 options.
	More discussion time and effort required to agree on the reference model structure and parameters.

	Option 2
(Standardize dataset)
	Significant collaboration effort may still be involved.
May sub-categorize into:
2a) Reference model structure (including quantization part) is specified.
2b) Reference model structure is not specified.
	Model performance depends on vendor implementation and potential optimization of the encoder and decoder.
	Significant effort may still be involved.
	In addition to issues related to pairing/alignment between encoder and decoder and between quantization and dequantization methods and codebook(s), standardizing dataset(s) may have privacy concerns.

	Option 3
(Standardized reference model structure + Parameter exchange between NW-side and UE-side)
	Depending on whether the dataset is standardized and what training collaboration type is used, collaboration complexity may be different.
May sub-categorize into:
3a) Dataset is specified.
3b) Dataset is not specified.
	Compared to vendor (UE or NW) specific model structure(s), performance may be impacted. Given that parameters are based on vendor implementation, some level of optimization can be achieved by vendor.
	Depending on whether the dataset is standardized and what training type is used, significant interoperability testing effort may still be involved in the case that vendors choose to use different datasets or dataset formats.
	This option requires less time in agreeing reference model structure only among companies, compared to Option 1.

	Option 4
(Standardized data / dataset format + Dataset exchange between NW-side and UE-side)
	Significant collaboration effort may still be involved.
May sub-categorize into:
2a) Reference model structure is specified.
2b) Reference model structure is not specified.
	Performance would be very similar to what was studied in Rel-18 if reference model structure is not specified (model is completely dependent on vendor implementation).
	This option can reduce some collaboration effort compared to the case in which each vendor may choose its own data/dataset format, however, major issues remain to be resolved.
	This option may require less effort in reaching consensus (more feasible than options 1 – 3).

	Option 5
(Standardized model format + Reference model exchange between NW-side and UE-side)
	If only model format is specified, significant collaboration effort is still needed.
	The performance for using this option alone would be very similar to what was studied in Rel-18 (model is completely dependent on vendor implementation).
	This option can reduce some collaboration effort compared to the case in which each vendor may choose its own data/dataset format, however, major issues remain to be resolved.
	This option may require less effort in reaching consensus (more feasible than options 1 – 3).



Observation 1: For CSI compression using two-sided model sub use case, our views on the options for alleviating inter-vendor collaboration issue are summarized in Table 2-1 based on the aspects agreed in RAN1#116 [1].
Observation 2: For CSI compression using two-sided model sub use case, Option 4 and Option 5 have no data and/or vendor implementation privacy issue.
Proposal 1: For CSI compression using two-sided model sub use case, consider further studying the common dataset format (Option 4) and/or common model format (Option 5) as a starting point for alleviating inter-vendor collaboration effort.
FFS: what data/dataset format and model format to use. 

Evaluation of temporal-domain CSI compression
For the continued study on CSI compression sub use case, the major objectives for Rel-19 is to improve trade-off between performance and complexity/overhead and one of the options is to extend the spatial/frequency compression to spatial/temporal/frequency compression as specified in the WID [2]. 
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 


In the following sub-sections, we first discuss new attributes that should be incorporated into the performance evaluation templates used in Rel-18 due to the new temporal aspects in Rel-19 study. 
We will then discuss some performance evaluation results when adding temporal domain attributes from our study.
Discussion on additional performance evaluation attributes
There are various options in terms of how to incorporate temporal-domain information in CSI compression. In RAN1#116, companies have agreed to adopt the following categorization to facilitate the discussion and evaluation.Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
Case
Target CSI slot(s)
Whether the UE uses past CSI information
Whether the network uses past CSI information
0
Present slot
No
No
1
Present slot
Yes
No
2
Present slot
Yes
Yes
3
Future slot(s)
Yes
No
4
Future slot(s)
Yes
Yes
5
Present slot
No
Yes


In the above table, Case 0 is studied in Rel-18 and is considered as the baseline for performance comparison purpose. 
In addition, companies also agreed some new assumptions, baselines, benchmarks and KPI related to performance evaluation of temporal-domain CSI compression cases as captured below. Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.
.



Based on the discussion in RAN1#116, most of the attributes adopted in the performance evaluation templates for spatial-domain CSI compression sub use case can be reused for temporal-domain CSI compression study. In addition, some of the temporal-domain CSI prediction attributes should be added together with some additional assumptions, baselines/benchmarks and KPI(s) based on the agreements from RAN1#116; at least the following new attributes need to be incorporated into the performance evaluation templates for temporal-domain CSI compression when discussing evaluation results.Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.
Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.

· General assumptions
· CSI-RS configuration adopted: periodic or aperiodic, and corresponding periodicity where applicable.
· CSI report periodicity 
· Under the assumptions related to modelling:
· Temporal-domain CSI compression case number, i.e., [0, 1, 2, 3, 4, 5]
· Observation window (number/distance)
· Prediction window(number/distance)
· Under the benchmark or baseline
· UE distribution
· Under the evaluation section
· CSI feedback overhead rate
Proposal 2: For temporal-domain CSI compression using two-sided model sub use case, consider incorporating the following attributes into the performance evaluation template(s) adopted in Rel-18:
· General assumptions
· CSI-RS configuration adopted: periodic or aperiodic, and corresponding periodicity where applicable.
· CSI report periodicity
· Under the assumptions related to modelling:
· Temporal-domain CSI compression case
· Observation window (number/distance)
· Prediction window(number/distance)
· Under the benchmark or baseline
· UE distribution
· Under the evaluation section
· CSI feedback overhead rate
General discussion on performance evaluation of temporal-domain CSI compression
To assess the performance benefit when introducing historical CSI feedback in the CSI compression, we first start from Case 1, in which only the UE-side incorporates the past CSI information while the gNB side tries to reconstruct/recover the present CSI feedback only by utilizing the feedback bits received. 
In this section, we discuss the performance evaluation for Case 1 that incorporates past/historical CSI information at UE side (CSI generation part of the 2-sided model) in compressing the CSI feedback which is then used by the gNB side (CSI reconstruction part of the 2-sided model) to recover the CSI feedback for the current/present slot of the CSI report without explicitly using the past CSI information. The CSI reconstruction accuracy (using the intermediate KPI SGCS) is evaluated and compared with the baseline (Case 0) which does not use the past CSI information in the CSI feedback compression procedure at the UE-side.
Figure 3.2-1 depicts the procedure of Case 1 we adopted for performance evaluation and comparison with Case 0 (spatial-frequency domain CSI compression).
Figure 3.2-1: Case 1 of CSI feedback compression and reconstruction.


Simulation configurations for dataset generation and AI/ML model parameters
In Case 1 of the temporal-domain CSI compression, encoder part of the 2-siede model uses the past CSI information at the UE side. The dataset we used to train the AI/ML model was generated with multiple CSI reports for each UE, i.e., 21 CSI feedbacks for each UE. Case 1 does not involve CSI prediction at the UE-side; thus, we adopt periodic CSI-RS configuration, i.e., 5ms used in our study.  Some key simulation configuration parameters for generating the training dataset are specified in Table 3.3-1. All UEs are limited with max rank 2 feedbacks and transmissions. 
Table 3.3-1: Simulation parameters for ML model training dataset generation
	[bookmark: _Hlk161417175]Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 only, 4GHz.

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-2)

	BS Tx power 
	44dBm for 20MHz

	Numerology: SCS
	30kHz for 4GHz

	UE distribution
	80% indoor, 20% outdoor 

	CSI-RS configuration
	Periodic, 5 ms

	CSI report periodicity 
	5 ms (total 21 CSI feedbacks are generated)



For AI/ML model training, Table 3.3-2 describes the major configurations. 

Table 3.3-2: AI/ML model related configurations/assumptions 
	Type
	AI/ML parameter
	Value

	Common description
	Input type
	Eigenvectors of channel matrix

	
	Output type
	Eigenvectors of channel matrix

	
	Quantization/dequantization method
	VQ/LUT, Case 2-2 

	
	Rank/layer adaptation settings for rank >1
	Layer-specific and rank-common

	
	CQI/RI determination method(s) for AI/M
	Option 2a

	CSI generation part
	AI/ML model backbone
	CNN-based

	
	Pre/post-processing
	N/A

	
	FLOPs/M for model
	362M

	
	FLOPs/M for pre/post-processing
	N/A

	
	Number of parameters/M
	5.2M

	
	Storage/Mbytes
	19.8Mbytes

	CSI reconstruction part
	AI/ML model backbone
	CNN-based

	
	Pre/post-processing
	N/A

	
	FLOPs/M for model
	586M

	
	FLOPs/M for pre/post-processing
	N/A

	
	Number of parameters/M
	6.5M

	
	Storage/Mbytes
	24.9Mbytes

	Dataset description
	Train/K
	21.4K (with 21 TTIs in each)

	
	Test/K
	3.8K (with 21 TTIs in each)

	
	Ground-truth CSI quantization method
	N/A

	
	Overhead reduction compared to Float32
	N/A



Evaluation results
For performance evaluation, we reuse the attributes specified in the template for Rel-18 study of CSI compression for 1-on-1 joint training and assess the performance using intermediate KPI: SGCS. 
To understand the performance impact when different lengths of historical CSI measurements are used, we incorporate various numbers of past CSI information at the CSI generation side. In the subsequent performance evaluation section(s), we use k to denote the number of historical CSIs used in the experiments for Case 1 of SFT CSI compression. 
Figure 3.4-1 depicts the SGCS comparison between SF and SFT CSI compression schemes. In the comparison, we integrate additional 1 - 3 historical CSI feedbacks in the input space for SFT Case 1 scheme. For quantization method, the CSI VQ/LUT-based approach [3] [4] is applied in both schemes. It can be observed from the figure that SFT Case 1 approach shows promising result by outperforming the baseline Case 0 approach in SGCS consistently for CSI feedback overhead bits of 14 and 15. The relative performance gain of using Case 1 of SFT over Case 0 (SF) is ~12.1% for 14 CSI feedback overhead bits and ~10.78% for 15 CSI feedback overhead bits when using loopback k = 3 as detailed in Table 3.4-1.Figure 3.4-1: SGCS performance comparison between Case 0 (SF) and Case 1 (SFT) based CSI compression.


Table 3.4-1: SGCS details for Case 0 (SF) and Case 1 of SFT based CSI compression.
	CSI Feedback Overhead
	SGCS
(14 bits)
	SGCS
(15 bits)
	SGCS gain over Case 0 BL (14 bits)
	SGCS gain over Case 0 BL (15 bits)

	Case 0 (no past CSI information is used)
	0.6142
	0.6299
	N/A
	N/A

	Case 1 (past CSI is used in encoder only, with k=1)
	0.6685
	0.6812
	8.84%
	8.14%

	Case 1 (past CSI is used in encoder only, with k=2)
	0.6778
	0.6916
	10.35%
	9.80%

	Case 1 (past CSI is used in encoder only, with k=3)
	0.6885
	0.6978
	12.10%
	10.78%



Observation 2: For temporal CSI feedback compression Case 1 (when historical CSI measurements are used in the CSI generation part), ~8.1 – 12.1% SGCS performance gain (with LUT-based quantization procedure applied) is observed over Case 0 when only spatial-frequency (SF) domain attributes are used in the input.
Observation 3: In temporal CSI feedback compression Case 1, when more historical CSI measurements are used in the CSI generation part, better SGCS performance is observed, at least for length of past CSIs between 1 – 3. 

Conclusions
In this contribution, we discussed evaluation results for temporal-domain CSI compression using two-sided model sub use case and the pros and cons on the options to alleviate inter-vendor collaboration issue/effort based on identified aspects. Our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]For inter-vendor collaboration:
Observation 1: For CSI compression using two-sided model sub use case, our views on the options for alleviating inter-vendor collaboration issue are summarized in Table 2-1 based on the aspects agreed in RAN1#116 [1].
Observation 2: For CSI compression using two-sided model sub use case, Option 4 and Option 5 have no data and/or vendor implementation privacy issue.
Proposal 1: For CSI compression using two-sided model sub use case, consider further studying the common dataset format (Option 4) and/or common model format (Option 5) as a starting point for alleviating inter-vendor collaboration effort.
FFS: what data/dataset format and model format to use.   
For performance evaluation:
Observation 2: For temporal CSI feedback compression Case 1 (when historical CSI measurements are used in the CSI generation part), ~8.1 – 12.1% SGCS performance gain (with LUT-based quantization procedure applied) is observed over Case 0 when only spatial-frequency (SF) domain attributes are used in the input.
Observation 3: In temporal CSI feedback compression Case 1, when more historical CSI measurements are used in the CSI generation part, better SGCS performance is observed, at least for length of past CSIs between 1 – 3. 
Proposal 2: For temporal-domain CSI compression using two-sided model sub use case, consider incorporating the following attributes into the performance evaluation template(s) adopted in Rel-18:
· General assumptions
· CSI-RS configuration adopted: periodic or aperiodic, and corresponding periodicity where applicable.
· CSI report periodicity
· Under the assumptions related to modelling:
· Temporal-domain CSI compression case
· Observation window (number/distance)
· Prediction window(number/distance)
· Under the benchmark or baseline
· UE distribution
· Under the evaluation section
· CSI feedback overhead rate
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