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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In the RAN#102 meeting, a new work item on air-interface AI/ML was approved for Rel-19 [1]. CSI feedback enhancement is a study objective of the new work item, and CSI prediction is part of the continued study, including the performance gain over non-AI/ML based approach, and other remaining issues that have not been concluded in Rel-18.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
…


In the RAN1#116 meeting [2], we have achieved agreements on the EVM of Rel-19 CSI prediction, including the assumptions on CSI/CSI-RS configurations, non-AI/ML benchmark, complexity, generalization, and cell/site specific models.
In the remaining part of this contribution, we will provide our views on further evaluation of CSI prediction, and remaining issues on the potential spec impact of CSI prediction.
2. Further evaluation on CSI prediction
2.1 EVM discussions
In the RAN1#116 meeting, some new aspects for realistic channel modeling have been discussed, including channel estimation error and phase discontinuity. To ensure companies could cross check the results and observe with the same trend as well as the range of gain, the modelling method of channel estimation error and phase discontinuity should be aligned. 
Take channel estimation error for example, there could be two candidates for modelling. One is to emulate the LLS that the real CSI-RS signal is transmitted, and each UE performs LS/LMMSE algorithm based on the transmitted CSI-RS. Another is to adopt statistic error modelling on top of the genie-aided channel, i.e., , where each element of  is subject to complex Gaussian; the mean and variance of the element of  is related with the SINR of the CSI-RS. Therefore, the near field UE would have small error, and far field UEs would have large error. 
Proposal 1: For the evaluation of CSI prediction, if channel estimation error or phase discontinuity is modeled, it needs companies to align the channel modeling method to ensure the same trend can be observed over companies.
2.2 Cell/site specific model for CSI prediction
In the RAN1#116 meeting, two candidates are agreed for modeling the spatial correlation for cell/site specific model.
	Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.


From our view, the methodology for modeling cell/site specific model for CSI prediction is similar to the CSI compression so that duplicated discussion across the two agendas should be avoided. Therefore, we may first discuss the details and down selection of channel modeling options at CSI compression agenda.
Proposal 2: Avoid duplicated discussion on the modeling of cell/site specific model between CSI compression and CSI prediction, e.g. down selection can be discussed under agenda of CSI compression first.
3. Potential specification impact for CSI prediction
In RAN1#114 meeting [3], following observation and agreement were achieved, respectively from the perspective of data collection and monitoring. In this section, we will elaborate our views to both aspects.
	Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.

	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 


3.1 LCM mode
Agreement on monitoring has been achieved in Rel-18 for functionality based LCM. During Rel-18, there was discussion on whether the model ID based LCM can be considered for CSI prediction. However, as discussed in our companion contribution [4], the motivation and benefit for supporting model ID based identification for one side model is not clear. Therefore, it is our view that the continued study for CSI prediction should focus on functionality based LCM.
Proposal 3: The continued study of AI/ML based CSI prediction in Rel-19 focuses on functionality based LCM.
3.2 Data collection
Data collection for model inference
For CSI prediction sub use case, the model input is channel information measured by UE side, i.e., channel matrix or precoding matrix. However, since CSI prediction is subject to UE side model, UE can measure the DL channel and perform model inference autonomously based on the configured CSI-RS resources. For the model output, regardless the output type is channel matrix or precoding matrix, they can be converted to the legacy codebooks; in particular, if the output CSI incorporate multiple future time instances, Rel-18 Doppler codebook can be reused to compress the predicted CSIs from temporal domain. For the configuration of CSI measurement and report (P-CSI/SP-CSI/A-CSI), the mechanism of Rel-18 MIMO can be reused.
To facilitate the model inference at UE side, the CSI-RS configuration should match with the model input, e.g., observation window, CSI-RS period, etc. This can be achieved by functionality identification with a list of required RRC parameters. If UE finds the CSI-RS configuration cannot be used for CSI prediction model inference, UE can fall back to non-prediction mode autonomously; or, if the required RRC parameters for CSI measurement/report need to be updated, UE can request gNB to reconfigure the parameters for RS and CSI report. This procedure is similar to the functionality based LCM of UE side model of BM.
Data collection for model training
For model training, for the configuration of measurement, UE can measure the DL channel autonomously based on the configured CSI-RS resource and generate training data with channel measurements in observation window, which is similar to the data collection for inference. For the report, on the other hand, the UE may or may not need to report the predicted CSI, depending on whether there is traffic. If there is no traffic, UE can preserve the predicted CSI only for training purpose, and the CSI quantity can be set to ‘none’. In addition, for the obtainment of the ground-truth CSI as label, gNB may indicate the associated CSI prediction report/RS resource to the ground-truth CSI report/RS resource, so that UE can link the input/output with label similar to the monitoring procedure analysed in Section 3.3.
Proposal 4: For the configuration of CSI measurement and report for AI/ML based CSI prediction, the mechanism of Rel-18 MIMO may be reused.
· As minor difference between training and inference, the UE may or may not transmit the predicted CSI to gNB for training data collection.
Proposal 5: For the functionality based LCM (activation/fallback) for AI/ML based CSI prediction, the functionality based LCM of UE side model of BM can be reused.
Request from UE
As CSI prediction considers only UE side model, it needs to notify gNB on the required configurations for measurement and report such as the CSI-RS configurations for observation window, CSI prediction window, needed number of training data etc. These can be reported as part of the supported functionality.
Assistance information
The need of assistance information/additional condition from NW side has been discussed at Rel-18, yet there is no consensus for the motivation of assistance information for the CSI prediction use case.
Same as our Rel-18 view, the applicable situation for introducing assistance information for CSI prediction is not clear and may need to be further clarified before discussing the solutions. The analysis is provided in below:
· If the assistance information is a kind of antenna layout/TxRU mapping information, it is our understanding that UE can train a generalized model to adapt to various TxRU mapping patterns for which the evaluation results have been provided with good performance.
· If the assistance information is intended for identifying scenario/area/zone information, it may not be necessary either since the UE can autonomously identify such information without being notified by the gNB. For instance, it can obtain its geographic position with its own positioning functionality to identify UMa/RMa, or obtain its speed based on a Doppler shift calculation. 
· In Rel-18, an implicit indication manner was brought up, i.e., to represent the NW side additional condition with a data categorization ID. However, as the dataset generation for training is implementation, the UE vendor is probable to have a different data categorization algorithm from the NW vendor. Therefore, it needs to be clarified how to harmonize the understanding of the indicated data categorization ID between the NW vendor and the UE vendor. For instance, how a NW vendor can make the categorization of the scenarios/antenna layouts without knowing the generalization capability of the UE model? To achieve aligned understanding of the data categorization ID, the offline interpretation of the physical meaning of the scenarios/antenna layouts may be unavoidable and, therefore, proprietary preservation is not likely to be achieved even though such assistance information is in forms of implicit ID.
Proposal 6: The indication of assistance information/additional condition from NW to UE is considered with low priority unless clear motivation is justified.
3.3 Performance monitoring
Regarding the three types of monitoring procedures, the main differences are in the role of UE and NW taken to do performance metric calculation and make decisions. We may first elaborate on the details of each type before making down-selection.
The detailed procedures and potential spec impacts are elaborated as follows:
Type 1
For Type 1, UE takes the role of performance metric(s) calculation. Although the metrics are not directly reported to NW as Type 3, due to the introduction of threshold criterion as mentioned in the second sub-bullet, the metrics may need to be defined; for example, if the metric calculated by UE is better than a configured value, it can be speculated that the AI/ML model is still under well-operation, otherwise, the AI/ML model cannot meet the inference requirement. Regarding the metric calculation approach for comparison with the threshold criterion, it can correspond to a per sample monitoring result, or the statistical value (e.g., mean or x% of CDF). Regarding the type of the threshold criterion, it could be SGCS as widely evaluated in Rel-18.
In addition, the candidates of monitoring output reported to NW should be considered; e.g., the monitoring output could be the candidate actions of functionality control, i.e., activation, fallback, etc.
After receiving the monitoring output from the UE, NW will take it as the reference and indicates UE to perform the corresponding action if needed.
Type 2
For Type 2, different from Type 1, UE does not do any calculations regarding the performance metrics but only report the AI/ML output and the ground-truth label. 
Firstly, the type of ground-truth label should be discussed. E.g., two candidates of the ground-truth label include:
· Candidate 1: Channel matrix. This is likely to be corresponding to the direct output type of the CSI prediction model. However, the reporting overhead of channel matrix may be too large to be carried with UCI.
· Candidate 2: Legacy codebook/PMI converted from channel matrix. This type may not be corresponding to the direct model output and may probably not be the label for generating loss function during training. However, during inference, it is very likely that UE will convert the predicted CSI of channel matrix to the legacy codebook and feed it back to gNB in forms of legacy PMI, e.g., Type I/II CB, eType II CB, Doppler CB, etc. Also, for the predicted CSI, the UE will straightforwardly convert it to the legacy PMI for feedback. Therefore, the gNB can simply compare the two reported PMIs to derive the metric. The bias between the two PMIs (subject to predicted CSI and ground-truth CSI, respectively) may better reflect the impact of the AI/ML model accuracy to the eventual precoder and UPT. In addition, the overhead of reporting PMI of the ground-truth CSI is much smaller than reporting the channel matrix.
Then, after receiving the reported AI/ML output and the ground-truth label, NW will do the calculation of metrics and assess if the UE side model is still under well-operation. After that, NW makes decision on the action of functionality control and indicate the action to UE if needed. This indication is similar with Type 1.
Type 3
For Type 3, the performance metrics are calculated at UE; thus, the type of the performance metric needs to be considered, e.g., SGCS as widely evaluated in Rel-18. Similar to Type 1, the metric can correspond to a per sample monitoring result, or the statistical value. In particular, in case of statistical value, the monitoring window to collect the monitoring samples may need to be configured.
In addition, similar to Type 1 and Type 2, based on the received metrics, NW makes decision on the action of functionality control and indicate the action to UE if needed.
Proposal 7: For the monitoring of CSI prediction, further study and elaborate the details of each type before making down-selection. As examples:
· For Type 1, potential spec impacts include: 
· The metric calculation approach for comparison with the threshold criterion, e.g., correspond to a per sample monitoring result, or the statistical value (e.g., mean or x% of CDF).
· The type of the threshold criterion, e.g., SGCS could be prioritized.
· Candidate actions as monitoring output to be reported to NW, and the NW indication of the action as the monitoring decision if needed; e.g., the candidate actions may include activation and fallback.
· For Type 2, potential spec impacts include: 
· The type of ground-truth label, e.g., channel matrix or legacy codebook/PMI converted from channel matrix.
· NW indication of the action as monitoring decision; e.g., the actions may include activation and fallback.
· For Type 3, potential spec impacts include: 
· The metric calculation approach, e.g., correspond to a per sample monitoring result, or the statistical value (e.g., mean or x% of CDF).
· The type of the metric, e.g., SGCS could be prioritized.
· NW indication of the action as monitoring decision; e.g., the actions may include activation and fallback.
In addition, for all Type 1/2/3, UE needs to be indicated/configured with the CSI-RS resource and CSI report for the predicted CSI and the ground-truth CSI. On top of that, considering the CSI-RS resource for measurement of ground-truth CSI (located in the prediction window) may not be in the slot of the predicted CSI but in a neighboring slot, UE may need to be indicated with the association between the predicted CSI and the measurement of ground-truth CSI. For example, as shown in the following figure, an A-CSI is triggered with K=3 CSI-RS resources (T-2, T-1, T), and the corresponding predicted CSI is located at T+5; however, slot T+5 may not have RS resource, while a neighboring slot T+4 may be configured with RS resource, then UE needs to be indicated with the measurement for ground-truth CSI (at T+4) and the associated predicted CSI. The indication of the two associated CSIs may be achieved by one triggering/configuration or separate triggering/configurations.
[image: ]
Figure 1 The indication of association between predicted CSI and ground-truth CSI
Proposal 8: For the monitoring of CSI prediction, study how to indicate the association between the CSI report of predicted CSI and the CSI report of ground-truth CSI.
4. Conclusions
According to the discussion, following proposals are provided:
Proposal 1: For the evaluation of CSI prediction, if channel estimation error or phase discontinuity is modeled, it needs companies to align the channel modeling method to ensure the same trend can be observed over companies.
Proposal 2: Avoid duplicated discussion on the modeling of cell/site specific model between CSI compression and CSI prediction, e.g. down selection can be discussed under agenda of CSI compression first.
Proposal 3: The continued study of AI/ML based CSI prediction in Rel-19 focuses on functionality based LCM.
Proposal 4: For the configuration of CSI measurement and report for AI/ML based CSI prediction, the mechanism of Rel-18 MIMO may be reused.
· As minor difference between training and inference, the UE may or may not transmit the predicted CSI to gNB for training data collection.
Proposal 5: For the functionality based LCM (activation/fallback) for AI/ML based CSI prediction, the functionality based LCM of UE side model of BM can be reused.
Proposal 6: The indication of assistance information/additional condition from NW to UE is considered with low priority unless clear motivation is justified.
Proposal 7: For the monitoring of CSI prediction, further study and elaborate the details of each type before making down-selection. As examples:
· For Type 1, potential spec impacts include: 
· The metric calculation approach for comparison with the threshold criterion, e.g., correspond to a per sample monitoring result, or the statistical value (e.g., mean or x% of CDF).
· The type of the threshold criterion, e.g., SGCS could be prioritized.
· Candidate actions as monitoring output to be reported to NW, and the NW indication of the action as the monitoring decision if needed; e.g., the candidate actions may include activation and fallback.
· For Type 2, potential spec impacts include: 
· The type of ground-truth label, e.g., channel matrix or legacy codebook/PMI converted from channel matrix.
· NW indication of the action as monitoring decision; e.g., the actions may include activation and fallback.
· For Type 3, potential spec impacts include: 
· The metric calculation approach, e.g., correspond to a per sample monitoring result, or the statistical value (e.g., mean or x% of CDF).
· The type of the metric, e.g., SGCS could be prioritized.
· NW indication of the action as monitoring decision; e.g., the actions may include activation and fallback.
Proposal 8: For the monitoring of CSI prediction, study how to indicate the association between the CSI report of predicted CSI and the CSI report of ground-truth CSI.
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Appendix A: Simulation Results
In the appendix, AI/ML model description and evaluation results are presented.
A.1 AI/ML model description
The AI/ML-based CSI prediction is used to predict future CSI based on historic CSI. As shown in Figure 2, the input of the CSI predictor includes k historic channel matrixes which are obtained from the k historic CSI-RS, respectively. The output of the CSI predictor is the predicted channel matrixes at moment of the nearest future CSI-RS. In our simulation, k is set to 4 and a fully-connected network is used. Therefore, the observation window is the latest k=4 observation instances with 5 slots distance to each other, while the prediction window is 1 future slot. The frequency domain size of input/output channel matrix is 1RB in this simulation, after which the subband CSIs to be reported are calculated based on the predicted CSI per RB. 
[image: ]
[bookmark: _Ref157442726]Figure 2 The structure of AI/ML-based CSI prediction
A.2 Performance comparison with benchmarks
This section provides the evaluation results of CSI prediction. In this simulation, the interval of CSI-RS is 5ms and the UE speed is 60km/h. Two baselines are evaluated for comparison, wherein one is sample-and-hold scheme (without CSI prediction) and another is non-AI/ML-based CSI prediction. Auto-regression (AR) method is adopted for non-AI/ML-based CSI prediction. The input/output type of CSI prediction is channel matrix, and SGCS is considered as the performance metric. SGCS is calculated based on the eigenvectors of the first layer decomposed from the predicted channel matrix, and the formula of SGCS calculation is same as the CSI compression sub use case.
The following table shows the SGCS performances of the AI/ML-based CSI prediction and the two benchmarks. For AI/ML-based CSI prediction and non-AI/ML-based CSI prediction, SGCS is calculated based on the eigenvectors corresponding to the output of the AI/ML model (i.e., predicted CSI for the target future slot) and the corresponding ground-truth eigenvectors of the same target future slot. For sample-and-hold scheme, SGCS is calculated with the latest non-predicted CSI and the corresponding ground-truth eigenvectors of the target future slot. From the preliminary results, it can be observed that the CSI prediction provides better SGCS performance than both of the two baselines.
Table 1 SGCS performance of AI/ML-based CSI prediction and no prediction
	
	Without CSI prediction
Benchmark 1
	Non-AI/ML-based CSI prediction
Benchmark 2
	AI/ML-based CSI prediction

	SGCS
	0.734
	0.829
	0.861
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[bookmark: _Ref157442737]Figure 3 UPT gain over baseline (left: mean UPT; right: 5% UPT)
Figure 3 shows the UPT performance of the AI/ML-based CSI prediction and two benchmarks, where rank 1 is considered in this evaluation. AI/ML-based CSI prediction can outperform nearest historical CSI with 2.5%-4% gain in terms of mean UPT and with 9%-17% gain in terms of 5% UPT. With the same configuration of the observation window, AI/ML-based CSI prediction can outperform non-AI/ML prediction with 2%-3% gain in terms of mean UPT and with 6%-10% gain in terms of 5% UPT.
Observation A.1: For AI/ML-based CSI prediction,
· It outperforms nearest historical CSI with 2.5%-4% gain in terms of mean UPT and with 9%-17% gain in terms of 5% UPT.
· With the same configuration of the observation window, it outperforms non-AI/ML prediction with 2%-3% gain in terms of mean UPT and with 6%-10% gain in terms of 5% UPT.
A.3 Generalization verification over various UE speeds
The following table shows the generalization performances over different UE speeds for CSI prediction. Generalization Case 1 assumes the same UE speed (30km/h or 60km/h) for both training and testing; generalization Case 2 assumes different UE speeds for both training and testing (30km/h for training and 60km/h for testing, or vice versa); generalization Case 3 assumes mixed dataset composed of 30km/h and 60km/h for training and either 30km/h or 60km/h is adopted for testing. 
The results show that AI/ML models can provide good performance if the UE speed of the training data is the same as that of the testing data, while the performance becomes worse if the UE speed of the training data is different from that of the testing data, especially for the case where training is performed with low speed but testing is performed with high speed. In addition, the AI/ML model trained by the mixed dataset shows moderate performance on each scenarios of different UE speeds. 
Table 2 Generalization performance over different UE speeds
	Testing
	Training, UE speed

	
	30 km/h
	60 km/h
	mixed

	30 km/h
	0.979
(Case 1)
	 0.924
(Case 2)
	0.97
(Case 3)

	60 km/h
	0.591
 (Case 2)
	0.861
(Case 1)
	0.849
(Case 3)


Observation A.2: For generalization of AI/ML-based CSI prediction over UE speeds of 30km/h and 60km/h, 
· AI/ML model trained by low UE speed has poor performance when tested on high UE speed.
· AI/ML model trained by mixed dataset shows generalized performance when tested on each of the UE speeds.
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