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Introduction
In the RAN#102 plenary meeting [1], a new work item on AI/ML for air-interface was approved for Release 19, where the working objectives on AI/ML for positioning accuracy enhancement are given below:
	Provide specification support for the following aspects:
…. 
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
….


In RAN1#116, model input was discussed and agreements were made regarding the use of timing and power information for Case 2b/3b. The use of sample-based and path-based measurements for model input were also discussed. As model output for Case 2a/3a, it was agreed that the timing information and LOS/NLOS indicator can be sent via legacy reporting. Model training and model monitoring were also addressed, as well as aspects related to guaranteeing consistency between training and inference. In the following, we discuss several aspects of the above topics.
Discussion
Model input
In RAN1#116, aspects related to measurements used as model input were discussed. In the following, we provide our view to different aspects for the different positioning cases. 
[bookmark: _Ref162261956]Sample-based or path-based measurements
The following agreement related to sample-based vs path-based measurements was made in RAN1#116:
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.


Sample-based measurements consist of the timing and power information of samples from the channel impulse response, which has been obtained with a certain sampling period. Path-based measurements consist of the timing and power information of detected paths. The detected paths do not necessarily need to be aligned with the sampling grid and can be determined based on the channel impulse response, e.g., via interpolation.
Figure 1 depicts an example of a power delay profile for the channel impulse response of a UE at a given position with the resulting sample-based and path-based measurements. Either of them could be considered as a fingerprint for the given UE position. The samples in a sample-based measurement are located on the sampling grid, i.e., the timing information of a sample is an integer multiple of the sampling period. The paths in a path-based measurement are not necessarily located on the sampling grid, as a path may be detected between two samples as depicted in Figure 1. Thus, the timing information in a path-based measurement is not restricted to multiples of the sampling period. 
[image: ]
[bookmark: _Ref162099573]Figure 1 – Example PDP with sample-based and path-based measurements
For the sample-based measurements, the sampling rate and sampling window may be up to implementation. This implies that two different receive devices, e.g., two different UEs, may generate two different sample-based measurements for a channel associated with the same UE position. For the path-based measurements, the method to determine the detected paths is also up to implementation, e.g., depending on the specific interpolation algorithm. This implies that two different receive devices, e.g., two different UEs, may generate two different path-based measurements for a channel associated with the same UE position. For example, each UE could detect different paths and even if the same path is detected, each UE could determine a different power and timing information. For path-based measurements, the number of paths that a UE can report is up to UE capability.
Legacy positioning supports the reporting of path-based measurements. For an uplink measurement, the power information of each path is indicated via UL RSRPP, while the timing information can be reported based on UL RTOA, where the timing information of additional paths is with respect to the timing information of a first detected path. The timing information of the paths can be reported with a granularity equal to , e.g., for  and where  ns as defined in TS 38.211 [2]. 
In the Rel-18 study item, most companies used the sampling period = 8.14 ns for evaluation as shown in the excerpt from TS 38.843 below:
	For evaluations, companies used the following values for sampling period:
· 16 Sources used the following sampling period:
· Sampling period = 1/(Nf ×∆f). For FR1, sampling period = 1/(4096×30)=8.14 (ns), where Nf =4096 according to 38.211, and ∆f =30 kHz is the subcarrier spacing. 
· 1 Source used: sampling period = 4.069 ns



It is important for further discussion within RAN1 before down selecting among the alternatives to align the understanding of sample-based and path-based reporting and how they can be evaluated and compared. 
In one understanding, the path based-reporting can have a finer or equal granularity (e.g., 1, 2, 4, 8, 16 or 32 × Tc) than what companies typically have chosen as sampling rate (16 Tc). Then setting , the timing information of a path can be reported with a granularity equal to ns, which corresponds to the above sampling period that most companies used in evaluation. In this case, the reported timing information of a path can be equal to the timing information of a sample, and hence, a sample-based measurement can be reported with the same legacy reporting as a path-based measurement. 
In another understanding, the path-based method may select non-evenly distributed values from the channel impulse response, while the sample-based method may contain evenly distributed values. 
Proposal 1: Regarding the time domain channel measurements, the boundary between sample-based and path-based methods needs to be determined before doing the down selection and comparison, e.g.,
· Understanding 1: Path-based method can have finer time domain granularity than sample-based method.
· If the same time domain granularity is selected for both, then the two methods are equal.
· Understanding 2: Path-based method allows non-even selection of the paths in time domain, while sample-based method may be restricted to even selection of samples in time domain.
In the following we discuss the use of sample-based measurements or path-based measurements for the different positioning cases.
For Case 1 and 2a, the channel measurement and model input are both located at the UE-side and can therefore be determined by the UE without any configuration or involvement required from a network-side entity. The UE-sided model is trained with help of PRUs which could be also be provided by the UE vendor. That means the UE vendor deploys the system including PRUs, UEs and OTT servers and thereby can ensure consistency between training and inference since the UE vendor would be familiar with the UE/PRU implementation. In this case, the choice of channel measurement and model input, e.g. between sample-based or path-based measurements can be left up to implementation.
Observation 1: For Case 1 and Case 2a, it does not need to specify the use of sample-based or path-based measurements as model input, since the consistency can be ensured by implementation.
· E.g., the PRUs/UEs performing the channel measurement for training and the UEs performing the channel measurement for inference could be ensured as the same type provided by the UE vendor.
For Case 3a, the input for the gNB-side model can be determined by the gNB without any configuration required from the LMF. It is easy to ensure that the same gNB that is performing the channel measurement for training also is performing the inference. In this case, the choice between sample-based or path-based can also be left up to implementation at the gNB-side.
Observation 2: For Case 3a, it does not need to specify the use of sample-based or path-based measurements as model input, since the consistency can be ensured by implementation.
· E.g., the gNBs performing the channel measurement for training and the gNBs performing the channel measurement for inference could be ensured as the same type provided by the gNB vendor.
Different from the above cases, for both Case 3b and 2b, the inference and measurements are done at different entities. Implementation related issues for sample-based or path-based channel measurements may then impact the AI/ML model performance, since different implementation methods (e.g., path-based/sample-based, or different path/sample selection methods) could be chosen to provide the measurement for the model input. This could happen for example between training and inference. 
In Case 3b, the entities making the measurements during training and during inference can be the same e.g., determined by the LMF. After training, it is not expected that these gNB will change their location or will be replaced by another vendor when the inference is performed. Thus, despite the given implementation flexibility of the sample-based or path-based measurements discussed above, consistency is ensured and it would not matter which type of measurement is reported from a gNB to the LMF, as long as the same method is used during training and inference. In addition, all TRPs can belong to the same vendor, so the same implementation can be used for all measurements reported to the LMF.
Observation 3: For Case 3b, the set of gNBs performing the channel measurement for training is the same as the set of gNBs performing the channel measurement for inference.
· In particular, it is typical that all TRPs can belong to the same vendor.
For sample-based method, reporting sample-based measurements may imply that a gNB needs to disclose its proprietary implementation choices to LMF, e.g., sampling time or sampling window, which may not be desired. On the other hand, legacy reporting already supports path-based measurements and thus, it is straightforward to consider path-based measurements for Case 3b. As discussed in the next section, the legacy reporting can be enhanced by extending the number of additional paths that can be reported.
[bookmark: _Hlk162901830]Observation 4: Regarding sample-based method, reporting sampling information (e.g., sampling period/window) may have the risk of disclosing the proprietary.
Observation 5: For Case 3b, the reporting of path-based mechanism from gNB to LMF in legacy can be re-used.
Given the sampled channel impulse response, the path-based measurements can be determined in different manners depending on implementation. Different implementations resulting in different path-based measurements can have an impact on Case 2b, where the entity collecting the measurements for training, i.e., the PRU, may use a different method from the entity performing the inference, i.e., a UE. The same situation can also occur when different UEs (e.g. UEs from different vendors) are reporting measurements during inference. To avoid inconsistency, the method to determine the measurement (sample-based or path-based) might need to be specified for Case 2b. But this may risk to disclose proprietary information such as the algorithm which path to select or the path selection window. In summary, both the sample-based or path-based reporting would face inconsistency issues and risk to disclose proprietary information. To avoid the inconsistency, an implementation solution may be to adopt the PRUs and UEs subject to the same vendor.
Observation 6: For Case 2b, the inconsistency between training and inference may exist regardless of using path-based method or sample-based method, as the PRUs reporting measurements to LMF during training phase and the UEs reporting measurements to LMF during inference phase may be subject to different types.
· The inconsistency issue may be relieved if the PRUs and UEs are both from the same vendor.
Based on the above discussion, we make the following proposal.
Proposal 2: Regarding sample-based and path-based reporting, there is no need to introduce sample-based reporting method for the 1st priority cases (Case 1/3a/3b).
Reporting additional paths
The legacy UL RSRPP reporting can support the reporting of up to 9 paths. However, considering a model input consisting of up to 9 values, may limit the performance of the AI/ML models in Case 2b/3b as shown in the evaluation results of the TR 38.843 [3]. For this purpose, the number of reported paths for path-based measurements may need to be enhanced compared to legacy. When enhancing the number of reported paths, e.g., to 16/32, it could also be looked into if any updates on the granularity of the reported delay or power would be necessary. Furthermore, in different environments, it is very likely that for achieving a certain accuracy, the number of paths to be reported as well as their quantization might be different. 
For Case 2b, the number of additional paths supported by a UE is up to UE capability, i.e., different UEs may be able to report different number of paths for the measurement report in Case 2b.
Based on the above discussion, we are making the following proposal. 
Proposal 3: For Case 2b/3b, support enhancing the legacy reporting by increasing the number of reported delay and power samples from the UE/gNB to LMF.
Reference time for UL measurements 
In RAN1#116, the following agreement related to the reference time of the timing information was made:
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time



In the following we discuss whether there is any specification impact of the reference time used to represent the timing information across different gNBs.
The timing information of the first path for Case 3b can be based on the UL RTOA, which is defined as follows in TS 38.215 [4]:
	Definition
	The UL Relative Time of Arrival (TUL-RTOA) is the beginning of subframe i containing SRS received in Reception Point (RP) [18]  j, relative to the RTOA Reference Time [16]. 

The UL RTOA reference time is defined as , where
-	 is the nominal beginning time of SFN 0 provided by SFN Initialization Time [15, TS 38.455]
-	, where  and  are the system frame number and the subframe number of the SRS, respectively.

Multiple SRS resources can be used to determine the beginning of one subframe containing SRS received at a RP.

The reference point for TUL-RTOA shall be:
-	for type 1-C base station TS 38.104 [9]: the Rx antenna connector,
-	for type 1-O or 2-O base station TS 38.104 [9]: the Rx antenna (i.e. the centre location of the radiating region of the Rx antenna),
-	for type 1-H base station TS 38.104 [9]: the Rx Transceiver Array Boundary connector.


The UL RTOA measurement is based on the UL RTOA reference time defined above which depends on a received SRS. For Case 3b, the UL RTOA reference time can also be used as the reference time for the model input of Case 3b, i.e., first path is based on UL RTOA and additional paths in the path-based measurement are based on the relative path delay with respect to the first path. As it is mentioned in Observation 4, for Case 3b the set of gNBs for training and inference can be the same and in this way, the reference time for the model input would be aligned and is consistent at each TRP when making measurements during training and inference. Thus, the legacy timing reference can be re-used for the TRPs, and there is no need to further align reference time across different TRPs. 
Based on the above discussion, we make the following proposal:
Proposal 4: For Case 3b, there is no specification impact of the time reference used for the timing information. The RTOA reference time can be re-used as the reference time.
Model input types
In RAN1#116, the following agreement was made regarding the use of timing, power and phase information for model input:
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) [bookmark: _Ref162734860]paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


The channel impulse response (CIR), power delay profile (PDP) and delay profile (DP) have been considered as model inputs in TR 38.843 [3]. For the choice of model input, the consistency between the fingerprints during training and inference needs to be considered. The observed timing information and power information for a given UE position depend on the radio channel/environment of signal propagation. This introduces random variations in the phase which impair the use of the CIR as fingerprint, as the phase information in the CIR for a given UE position may probably be different after long time scale between the training and inference phases, especially for medium/heavy NLOS scenarios. On the other hand, the phase information in the CIR not only depends on the radio channel but is also affected by the local oscillators of the receiver and transmitter. For Case 2b, in particular, the consistency of the fingerprint regarding the phase information needs also to consider that the transmitter between the training and the inference phase may differ, i.e., from a PRU during training to a UE in the inference. The impact of such non-ideal factors has not been evaluated during the Study Item.
Proposal 5: For Case 3b/2b, reuse the legacy reporting of timing and power information from gNB to LMF.
· The use of phase information for the measurement reporting would need further justification.
Model Output
For Case 1, the model output does not need to be specified as it is UE-based positioning.
During the study item, timing estimation and LOS/NLOS indicator have been identified as candidate types for model output in Case 3a. Moreover, the measurement report to carry the information from the gNB to the LMF has also been discussed and existing measurement types, e.g., RTOA, gNB Rx-Tx time difference and LOS/NLOS indicator can be re-used. In our view, these available legacy measurement types and quantities are sufficient as evaluations during the study item have shown. 
In RAN1#116, the following agreements related to the model output of Case 3a and Case 2a was made.
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.




Any potential enhancements, e.g., soft information/high resolution of timing estimation, or even a new measurement report type would need further justification. 
In addition, it has been discussed in RAN1#116 whether the LMF needs to be aware that the reported measurement has been obtained with AI/ML [5]. 
	Proposal 4.1.2-2
For AI/ML assisted positioning (i.e., Case 2a and 3a), an indication is included in the measurement report to notify LMF that the intermediate measurement is generated by an AI/ML model.



In our view, for the examples discussed in RAN1#116, it may not be needed but can be discussed further. 
LOS/NLOS indicator
As described in [6], the LOS/NLOS indicator in legacy provides the likelihood of a LOS propagation path. 
	This IE contains the LoS/NLoS information for UL measurement.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE LoS/NLoS Indicator
	M
	
	
	

	>Soft Indicator
	
	
	
	

	>>LoS/NLoS Indicator Soft
	M
	
	INTEGER (0..10)
	Values provide the likelihood of a LOS propagation path in the range between 0 and 1 with 0.1 steps resolution. Value '0' indicates NLOS and value '1' indicates LOS.

	>Hard Indicator
	
	
	
	

	>>LoS/NLoS Indicator Hard
	M
	
	ENUMERATED (NLoS, LoS)
	





The model output for Case 3a/2a can also be the LOS/NLOS indicator, with the possibility of being a soft or hard indicator as in legacy. For this model output type, there seems no need to further indicate whether the LOS/NLOS indicator has been generated as in legacy or with an AI/ML model, it is sufficient to simply indicate the probability with soft information to represent how accurate/confident the inference result would be.
Observation 7: For Case 3a/2a, there is no need to indicate whether the LOS/NLOS indicator has been generated as in legacy or it is a predicted result. The reported soft indicator as supported in legacy can be re-used instead.
[bookmark: _Ref162180753]Timing information
For the timing information as reported from gNB to LMF, two different types options can be considered:
· Timing information of the first path between the UE and the gNB, i.e.,  legacy report of measured timing information.
· Timing information of the direct path between the UE and the gNB, i.e., model output of Case 3a.
In the first option, the first path may either correspond to the LOS path, i.e., direct path between UE and the gNB, or to a NLOS path, i.e., in case the LOS path is obstructed or blocked. In case the first path is a NLOS path, a measured legacy timing information reported from the gNB to the LMF, e.g., UL RTOA, should be discarded for the final positioning procedure at the LMF. For that reason, the UE/gNB can be requested by LMF to report an associated LOS/NLOS indicator for the timing information. 
For the second option, the predicted model output for a virtual direct path is reported. This approach may be more beneficial, because the reported timing information could still be considered for the positioning at the LMF for an actual NLOS path. But if the LMF had requested an associated LOS status, then the gNB/UE should report it is NLOS (the actual status), even though the accompanied timing information is for the virtual direct path. In that case the LMF could be misled in decision making so that the measurement report may be discarded for final positioning. That is why it had been suggested in RAN#116 to send an AI/ML indicator together with predicted timing information.
[bookmark: _Hlk162178198]However, in this case, the timing information can be reported with a high timing quality by re-using the NR-TimingQuality as described in 37.355:
	The IE NR-TimingQuality defines the quality of a timing value (e.g., of a TOA measurement).
-- ASN1START

NR-TimingQuality-r16 ::= SEQUENCE {
	timingQualityValue-r16			INTEGER (0..31),
	timingQualityResolution-r16		ENUMERATED {mdot1, m1, m10, m30, ...},
	...
}

-- ASN1STOP

	NR-TimingQuality field descriptions

	timingQualityValue
This field provides an estimate of uncertainty of the timing value for which the IE NR-TimingQuality is provided in units of metres.

	timingQualityResolution
This field provides the resolution used in the timingQualityValue field. Enumerated values mdot1, m1, m10, m30 correspond to 0.1, 1, 10, 30 metres, respectively.





When a high quality is reported, the LMF can use the timing information, since if the measurement would have been a NLOS, the timing quality would be low. On the other hand, if NLOS (the actual status) in together with high quality would be reported, a high timing quality would indicate to the LMF that the timing information is subject to predicted result, so that the LMF can disregard the NLOS status and still utilize the reported value for performing positioning
Proposal 6: For Case 3a/2a, support the indication of the predicted timing information obtained with the AI/ML model by reusing the timing quality indicator to distinguish from the measured timing information. 
[bookmark: _Ref162733281]Model Training
Training data consists of measurements and ground-truth labels which should be made available at the training data entity. In the following we discuss aspects related to the data collection and label generation for the positioning cases.
Data collection with RS configuration
In RAN1#116, the following agreement was made regarding reference signals for the different positioning cases and also the following draft proposal for Case 1 was included in the feature lead summary [5]:
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Proposal 5.1.2-7
For training data collection of Case 1, in terms of DL PRS configuration, RAN1 studies the following alternatives on assistance information associated with the training data:
1. (PRU initiated) PRU makes a request to LMF on the preferred DL PRS configuration for training data collection;
1. (LMF initiated) LMF determines the DL PRS configuration for training data collection and provides the assistance data to the PRU.
1. No need to define assistance information on DL PRS configuration for training data collection.


In RAN1#116, enhancements to legacy configuration of PRS have been discussed including a new dedicated data collection procedure. However, the motivation for enhancements is not clear as the legacy configuration can be re-used for data collection. Legacy positioning supports UE-initiated and LMF-initiated request of on-demand PRS. For data collection in Case 1/2a, the PRU can make use of the on-demand PRS mechanism available for legacy positioning. 
The UE-initiated on-demand PRS mechanism allows the PRU to request to the LMF the configuration of PRS resources with required characteristics, which include periodicity, bandwidth, repetition factor, number of symbols, comb size, frequency layers and the start/end time of PRS transmission. Legacy configuration support repetition of resources, which allow to collect more measurements. Different types of repetitions can be supported by flexibly configuring the gap between resources and the number of resource repetitions within a resource set period. The legacy configuration supports that PRS resources can be repeated up to 32 times within a resource set period with configurable gap between repetitions. 
Furthermore, the use of the LMF-initiated request of on-demand PRS can be employed for data collection in Case 2b. With the UE-initiated or LMF-initiated mechanism, the LMF can requests new PRS transmissions from a gNB. The gNB can respond to the LMF, indicating the PRS transmission is successfully configured. The LMF then indicates the PRS configuration to the UE.
Observation 8: The on-demand PRS mechanism existing in legacy positioning can be used for training data collection in Case 1, 2a, 2b:
· The UE-initiated request of on-demand PRS can be used for Case 1, 2a.
· The LMF-initiated request of on-demand PRS can be used for Case 2b.
Based on the above agreement from RAN1#116, the use of SRS can be considered for data collection in Case 3a/3b. The LMF can configure the SRS resources with flexible characteristics. The LMF can request the gNB for SRS configuration. The gNB can then respond with the SRS configuration to the LMF as indicated in TS38.305. Three different types of SRS resources can be configured, including periodic, semi-persistent and aperiodic. For periodic SRS, the resource set period can be up to 320 ms. For semi-persistent or aperiodic SRS, the LMF can trigger the activation and deactivation of the SRS transmission from the gNB. The LMF can deactivate the SRS transmission through the gNB as well. 
Based on the above discussion, we make the following proposal.
Proposal 7: For data collection, no enhancement of the legacy configuration of PRS and SRS is needed. 
Model training for Case 1
In the study item, the following entities have been identified to generate the label and measurements for Case 1: 
· For label generation: at least PRU and potentially UE, where the UE only when being identified as necessary and beneficial.
· For measurement data generation: PRU and UE which perform channel measurement based on PRS. The legacy configuration of PRS can be employed for obtaining the measurements for training in Case 1. 
In our view, for the label generation only the PRU is needed. The additional usage of a UE does not seem necessary or beneficial. That’s because for the label generation by UEs, it might be difficult to guarantee accuracy, and, if e.g. a legacy method would be used that achieves high enough accuracy, it would then be questionable why to utilize AI/ML based positioning in the first place. We are therefore suggesting to focus on PRUs when discussing potential spec impact.  
Proposal 8: For Case 1 label generation, prioritize the PRU, while the benefits and necessity to additionally consider UEs remain to be confirmed.   
For Case 1, the most straight forward option to train the model is on the UE-side. Whether inside the UE itself or on an OTT server is up to UE-side implementation. Another theoretical possibility would be to train the model at the network-side. The latter would require model transfer, which, however, is not yet supported and a corresponding discussion should be deferred until more progress is achieved. These considerations have also been captured in TR 38.843, Section 7.2.4 [3]:
	· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server. 
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group.
· Note: RAN2 identified the case in which LMF may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


The labels and measurements need to be sent from their sources (e.g, PRUs/UEs) to the UE-side training entity (e.g. OTT server). Since this is for one-sided model, this signalling is feasible in a spec transparent manner since both PRU/UE and the OTT server may belong to the same UE vendor. On the other hand, if the data collection is done with network assisted manner (e.g., relayed by LMF), it will be complicated since it would require to define the signalling of label/measurement transfer over the air from PRUs/UEs to the LMF; in addition, the data delivery signalling from the LMF further to an OTT server is outside the scope of RAN1 discussion. For the network-assisted transfer of measurements and labels it would firstly need to be studied if and how the legacy mechanism can be re-used. On the other hand, supporting the transfer by implementation manner is simple and would allow full flexibility for the AI/ML model design. The implementation-based training data collection for Case 1 is illustrated in Figure 2 below. 
	[image: ]


[bookmark: _Ref157725252]Figure 2 – Case 1 model training, transfer of measurements and labels from PRU/UE to UE-side training entity in a spec transparent manner
Based on the above discussion we are making the following proposal:
Proposal 9: For Case 1 data collection for training UE-sided model, labels and measurements are generated at the PRU.
· Transfer of the labels and measurements to the OTT server is based on implementation.
· There is no need to specify the labels.
During the RAN1#116 meeting, it was discussed in the feature lead summary whether the LMF could provide the ground truth labels for Case 1, while the measurements are provided by the PRU (i.e., Option 2) [5]:
	Proposal 5.1.2-5
For training data collection of Case 1, consider both options:
1. Both channel measurement and ground truth label are generated by a same PRU;
1. Channel measurement is generated by a PRU, ground truth label is provided by LMF;
Note: for Case 1, the ground truth label is the location coordinates of the PRU.
FFS: the benefits and necessity to additionally consider Ues other than PRU.


In our view, there is no need to consider Option 2, i.e. to let the LMF provide the ground truth label for Case 1. As already agreed in RAN1#112, both measurements and labels are available at the PRUs which can be utilized here. Although UEs might generate labels (based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods) is captured in RAN1#113 (conditioned on benefits/necessity to be identified), spec impact may not be needed regardless if PRU or UE would generate a label since they will deliver the labels to the training entity is OTT server as discussed above.
	Agreement (RAN1#112)
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification

Agreement (RAN1#113)
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
· UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
Note: user data privacy needs to be preserved



Given the above agreement, it is not clear why the LMF should be considered for the label generation of Case 1, i.e., Option 2 in the draft proposal above. Option 2 would introduce more complexity, for example for pairing labels and measurements, which is not needed with the already agreed Option 1. For training data collection of Case 1, we should consider Option 1 which is covered by the above agreement and any further entities would require justification.
Model training for Case 3a
During the RAN1#116 meeting, the following draft proposal was included in the feature lead summary [5].
	Proposal 5.1.2-6
For training data collection of Case 3a and 3b, consider both options:
1. Channel measurement is generated by a gNB, ground truth label is provided by LMF;
1. Channel measurement is generated by a gNB, ground truth label is provided by PRU;
Note: for Case 3a, the ground truth label corresponds to the intermediate measurement at model output; for Case 3b, the ground truth label is the location coordinates of the PRU.
FFS: the benefits and necessity to additionally consider UEs other than PRU.


In our view the above proposal should be discussed separately for Case 3a and Case 3b,
In the study item, the following entities have been identified to generate the label and measurements for Case 3a: 
· For label generation: At least network entity with known PRU location.
· For measurement data generation: TRP which measures SRS.
In Section 7.2.4 of the TR 38.843, the training data generation termination is described for the gNB-side model [3]. The training can be terminated at the either gNB or OAM:
	· For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 
· Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


In RAN1#112 it was identified that “at least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)”. It is our view that such NW-entity could be directly the OAM, but we acknowledge that the determination of further details which NW entitie(s) to consider and whether/how to signal them to the OAM is out of RAN1 scope. It should be noted that both the gNB and OAM can obtain ground truth (e.g. TOA or LOS status) by implementation through configuration in the vendor domain OAM (with a similar manner as configuring it to the LMF) and another entity to obtain the label may not be needed. Especially, using a non-network entity, such as an UE/PRU, is not identified from the study item as shown in the above citied agreement and should not be considered.
The measurements for the model input are calculated by the gNB based on SRS. As the model is located at the gNB, the training entity can the gNB or the OAM. Thus, everything that is needed for training (measurements and labels) can be made available by implementation at gNB/OAM and has no spec impact.
An example for the training data collection for Case 3a is illustrated in Figure 3 below where the labels are transferred from the OAM to the gNB where the training is performed:
	[image: ]


[bookmark: _Ref157606413]Figure 3 – Case 3a model training
Based on the above discussion we make the following observation:
Observation 9: For Case 3a data collection, RAN1 has identified a network entity with known PRU location. 
· It is out of the scope of RAN1 to determine further details on the network entity. As one solution, the network-side may obtain the label by implementation.
Model training for Case 3b
In the study item, the following entities have been identified to generate the label and measurements for Case 3b: 
· For label generation: LMF with known PRU location
· For measurement data generation: TRP which measures SRS. The legacy configuration of PRS can be employed for obtaining the measurements for training in Case 3b.  
In TR 38.843 it has been identified that the termination point for the training data is the LMF [3]:
	· Model Training:
[…]
· For LMF-side model, the LMF is the termination point for training data. 


The AI/ML model is located at the LMF, where the labels are already available. The measurements need to be transferred from the gNB to the LMF, where the model training is performed. For training, the same measurement report type as needed for inference in Case 3b should be sent from gNB to LMF. Thus, for the type of measurement, no extra spec impact on top of what would be supported for inference is needed for training data collection. 
Coming back to the above mentioned draft Proposal 5.1.2-6 from RAN1#116, as discussed above and given the below agreement from RAN1#112, we observe that, as opposed to Option 2, Option 1 already is covered by the agreement and suffices for Case 3b. Although network entity to generate label (based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods) is captured in an agreement from RAN1#113 (conditioned on benefits/necessity to be identified), which network entity can generate the label, and the corresponding potential signaling is out of the scope of RAN1.
	Agreement (RAN1#112)
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
[…]


The data collection for Case 3b is illustrated in Figure 4 below:
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[bookmark: _Ref157608695]Figure 4 –Case 3b model training, no spec impact on top of inference
Based on the above discussion, there is no need to consider any other entity than the LMF to generate the ground truth label in Case 3b.
Proposal 10: For Case 3b data collection for LMF-sided model, start the discussion by assuming the network entity for the label generation for model training is LMF at RAN1.
Model training for the 2nd priority of Cases 2a/2b 
Case 2a: 
If Case 2a is supported, the training data collection should be done in a similar manner as for Case 1, via UE-side implementation. A 3GPP based approach would be extremely complicated in terms of label generation and label/measurement transfer from the PRUs/UEs to the training entity. Due to the increased air-interface load, however, it is our view that Case 2a should not be studied with highest priority.
[bookmark: _Hlk163058618]Observation 10: Data collection for model training in Case 2a can be done via implementation similarly to the data collection for model training in Case 1.
Case 2b: 
If Case 2b is supported, the training data collection should be done similar to Case 3b, the same type of measurements as for inference would be sent from the PRUs/UE to LMF.  Due to the increased air-interface load, however, it is our view that Case 2b should not be studied with highest priority.
Observation 11: Data collection for model training in Case 2b can be done similarly to the data collection for model training in Case 3b.
Quality indicator for measurements
For the data collection, the use of a quality indicator associated with the measurements has been identified [3]. The quality indicator can be used to acquire measurements for the training which have the same quality as the measurements to be used for inference. Considering the path-based measurements as discussed in Section 2.1.1, they consist of timing and power information. A quality indicator can be considered for the timing and power information measurement.
[bookmark: _Hlk162268563]Two options can be considered for the use of the quality indicator. One option would be that the quality indicator is reported along with the measurements that are sent, e.g., from the gNB to the LMF, which already is supported in legacy. The measurement quality is indicated per path and is based on the timing measurement quality which is given in meters with a supported resolution of 0.1m, 1m, 10m, 30m. We note that the quality of the power information measurement of a path is directly correlated to the quality of the timing information measurement, i.e., a path with a poor timing information quality has consequently also a poor power information quality. Furthermore, considering a potential SNR-based quality indicator would not provide any further quality information, as a measurement with low SNR would most probably result in a larger timing uncertainty of a measured path. Thus, measurements with low SNR can be discarded by considering measurements with a low timing measurement quality. In this regard, legacy reporting including the existing measurement quality per path based on the timing measurement quality is sufficient for indicating the quality of the measurements for training in Case 3b.
Proposal 11: The measurement quality used in legacy reporting can be used for the quality indication of the path-based measurements for training. 
If the purpose for reporting quality information is for dataset categorization, it should be noted that the reporting of the already existing RSRP measurement can be considered, which in contrast to the SNR may also have less variations and would be less device dependent.
Sending a quality indicator along with all measurements is overhead consuming and may not be needed. As another option, the quality indicator in forms of a criterion could be signaled to the gNB/UE and can then already be applied in the generation process of the measurements, i.e., to discard certain measurements and to only report to the LMF the measurements which satisfy the quality indication. This can be considered for both timing and power measurements. 
Other open issues related with training
During the RAN1#116, the following draft proposals regarding training data samples where included in the feature lead summary [5].
	Proposal 5.1.2-2
For Rel-19 AI/ML based positioning, training data samples can be either type:
· Type 1: labelled data sample
Type 2: unlabelled data sample 

Proposal 5.1.2-3
For Rel-19 AI/ML based positioning, an unlabeled training data sample include at least the following components:
· Channel measurement (corresponding to model input), e.g., CIR, PDP, DP
· Quality indicator of channel measurement, e.g., SNR/SINR
· Time stamp

Proposal 5.1.2-4
For Rel-19 AI/ML based positioning, a labelled training data sample include the following components, as well as all the components of the corresponding signaling training data sample:
· Ground truth label (corresponding to model output), e.g., location coordinate, timing information, LOS/NLOS indicator
· Quality indicator of the label


We believe that the above discussions should be handled case by case. As discussed in the previous sections for the first priority use cases, training could be by implementation for Case 1 and Case 3a. Furthermore, for Case 3b, the labels are already at the LMF and hence, no signaling of labels is required, i.e., as mentioned in the Proposal 5.1.2-4. There is no need to specify the labels. 
Additionally, we note that in legacy positioning, quality indicator of the labels is already supported and is enough.
Observation 12: Specification of labels and their quality does not seem necessary, since labels are already available at the training entity, or if signaled, the legacy mechanism can be re-used.
The terms labels and measurements have been employed in the study item and the introduction of a new terminology is unclear if an unlabeled data sample refers to a measurement. If the intention is to distinguish between data samples for training and for inference, this may not be needed, i.e., for the LMF-side model.
Proposal 12: There is no need to introduce a new terminology in addition to labels and measurements, since an unlabeled data sample seems to be a measurement.
In addition, as we analyzed previously, since the node to generate the data and the potential signaling for delivering data may depend on different cases, we should analyze the content/type of training data and the corresponding potential impact in a case by case manner.
Proposal 13: Discuss the content/type of label/measurement and the potential spec impact for training data collection in a case by case manner, starting with Case 1/3a/3b.
Consistency between training and inference with network side information
During the RAN1#116, the following draft proposals where included in the feature lead summary [5].
	Proposal 5.1.2-1
For Rel-19 AI/ML based positioning, training data collection content include:
1. A list of training data samples, 
1. Meta data, which provides context information of the collected training dataset

Proposal 6.2-1
For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, validity area need to be consistent between training and inference.
FFS: how to indicate the validity area information.

Proposal 6.2-2
For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, reference signal configuration and measurement need to be aligned between training and inference.
· For DL measurement, the reference signal refers to DL PRS 
· For UL measurement, the reference signal refers to UL positioning SRS 
FFS: the details of the reference signal configuration.


In the RAN1#116 meeting, it was discussed that the training data collection included the training data samples along with meta data which provides context information of the collected training data. In our view, meta data that might be needed is information related to support consistency between training and inference, e.g., validity area and time stamps. For any further discussion on meta data, it should be clarified to what it refers.
Observation 13: Meta data refers to information related to support consistency between training and inference.
In any case, as the meta data is related to the training data collection, this discussion should be handled case by case. As a first step, it should be agreed if data collection needs to be specified and, if yes, for which cases (see discussion in Section 2.3). Then, if necessary, specify which meta data is needed for the different cases, including how it would be used. For Case 1, 2a, the UE-sided model may already know the meta data associated with a data collection. For Case 3a, as discussed earlier, the gNB positions are fixed and it can be ensured that the same gNB is performing the training and also performing the inference. Thus, for Case 3a the necessary information for ensuring consistency is available at the same gNB. For Cases 2b/3b the model is located at the LMF and the UE/gNB only provide measurements to the LMF. Therefore for Case 2b, 3b, the LMF may already know the meta data.
An aspect to consider for network side information is that the validity area information needs to be consistent between the training and the inference. From our understanding, validity area of the assistance data is already defined for signaling from LMF to UE. It is a list of camped cells in which the UE considers the assistance data to be valid. For this purpose, the existing information element AreaID-CellList can be used, as it provides the cell IDs of the TRPs belonging to a particular network area. Thus, the FFS in draft Proposal 6.2-1 can be handled via legacy for Case 1/2a. On the other hand, for Case 3a/3b/2b, as the locations of the gNBs/PRUs are fixed and/or known, it is easy to ensure the training data and inference data are consistent, and there is no need to introduce the indication of validity area.
For the configuration of the reference signal and measurement during inference and training, they may not necessarily be exactly aligned; e.g., even if the periodicity/density of RS is not aligned, the distribution of measurement between training and inference may still match. Moreover, if needed, they can be aligned by re-using the existing configuration of legacy PRS and SRS. E.g., the node (UE/gNB/LMF) can configure or request the needed RS configurations for training and for inference separately with legacy signaling, so that the consistency can be ensured by implementation. Thus, the FFS in draft Proposal 6.2-2 can also be handled via legacy.
Observation 14: For providing network information to ensure consistency between training and inference, if needed, can be achieved based on legacy mechanisms for all cases.
Model monitoring
For the model monitoring, RAN1 could in general consider two entities: the entity which derives the monitoring metric and the entity which makes the monitoring decision. If the entity which derives the monitoring metric is different from the entity that makes the monitoring decision, signaling of the monitoring metric is required from the monitoring metric generation entity to the monitoring decision entity.
Model monitoring for Case 1
During the RAN1#116, the following draft proposals where included in the feature lead summary [5].
	Proposal 7.1.2-1
For model monitoring in Case 1, consider the following options in terms of model monitoring entity and LCM decision making entity: 
1. UE makes the LCM decision of UE-side model. UE is also responsible for calculating the performance monitoring metric and making model monitoring decision. The following options can be further considered:
0. Model monitoring is up to UE implementation. There is no need to specify a performance monitoring metric, or a threshold for making performance monitoring decision.
0. LMF provide a performance monitoring metric threshold to the UE. UE makes the LCM decision by comparing the calculated performance metric and the threshold. Standardization effort is needed for the performance metric definition, and signaling for the LMF to send the performance monitoring metric threshold to UE.
1. LMF makes the LCM decision of UE-side model. The following options can be further considered:
1. UE reports to LMF the information needed for calculating the monitoring metric. LMF is responsible for calculating the performance monitoring metric and making the LCM decision. 
1. UE is responsible for calculating the performance monitoring metric. UE sends the performance monitoring metric to LMF to facilitate LMF making the LCM decision.
1. UE is responsible for calculating the performance monitoring metric and making model monitoring decision. UE reports the model monitoring decision to LMF to facilitate LMF making the LCM decision.


For Case 1, as analyzed at previous section, it has been agreed that the training will be terminated at the UE-side OTT server, which implies that labels and measurements are available at the OTT server. The monitoring can therefore be carried out by implementation at the OTT server, or labels and measurements could be transferred by implementation to the UE to calculate the monitoring metric.  Thus, there is no need to discuss and support all of the above alternatives.
As discussed before for Case 1, the data generation entity, training entity, and inference entity are all on the UE-side and hence, there is no clear motivation to have the monitoring decision entity to be on the network-side. For Case 1, the entity that generates the monitoring metric and makes the monitoring decision can be the same. In this case, the monitoring metric can be defined by the UE-side itself allowing the UE-side to monitor the performance of its UE-side model.
[bookmark: _Hlk163058808]Proposal 14: For model monitoring in Case 1, the monitoring decision is performed in the same UE-side entity that derives the monitoring metric.
· The monitoring is done in implementation manner and a monitoring metric does not need to be specified.
In RAN1#116, it was discussed whether to involve the LMF in the performance monitoring for Case 1, i.e., by letting the LMF determine the monitoring metric based on information sent by the UE or by the UE sharing the monitoring metric to the LMF to enable the LMF to perform the monitoring decision. In our view, there is no clear motivation to have the monitoring decision entity to be on the network-side, if the data generation entity, training entity, and inference entity are all on the UE-side. In any case, the required knowledge (e.g., meta information of the model, e.g., the applicable scenarios) about the models at the UE-side should be first assessed for supporting the involvement of the LMF for the model monitoring in Case 1.
[bookmark: _Hlk163058821]Observation 15: For LMF-side model monitoring in Case 1, LMF may not have the knowledge to monitor/manage the UE-side models.
Model monitoring for Case 3a
For Case 3a, the entity deriving the monitoring metric listed in the TR 38.843 includes the gNB and the LMF. Since the model is trained and controlled by the gNB/OAM, the LMF does not have the information about the model inside the gNB. Therefore, we see the monitoring method that could be possible for Case 3a includes at least: gNB calculates the metric and makes the monitoring decision itself. In this case the metric adopted by gNB could be at least implementation. For example, if the model monitoring for Case 3a is not based on the ground truth label, it’s natural that the model input and also the monitoring metric is calculated inside the gNB. And if the model monitoring for Case 3a is based on the ground truth label that the gNB obtains itself (e.g. from OAM), it’s natural that the model output and also the monitoring metric is calculated inside the gNB.
Meanwhile, the monitoring requirements may be very different depending on the scenarios. In addition, the final position is computed at the LMF. Thus, it can be beneficial that the LMF provides some assistance information to aid the gNB in computing the monitoring metric and/or making the monitoring decision. For example, the LMF could indicate a threshold criterion as well as the type of metric to the gNB to facilitate the monitoring decision.
For Case 3a we are therefore making the following observation and proposal:
[bookmark: _Hlk163058853]Observation 16: For model monitoring in Case 3a, if needed, the labels can be transferred to the gNB by implementation.
Proposal 15: For model monitoring in Case 3a, the gNB calculates the metric and makes the monitoring decision. Applicable cases may include e.g., the label-free and label-based model monitoring case for Case 3a. 
Proposal 16: The LMF can indicate assistance information, e.g., threshold criterion, to the gNB for the calculation of the monitoring metric or to facilitate the calculation of the monitoring metric and/or monitoring decision at the gNB.
Model monitoring for Case 3b
In RAN1#116, the following agreement related to model monitoring was made:
	Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 



[bookmark: _Hlk157727027]For Case 3b, the entity deriving the monitoring metric is the LMF. As the LMF can collect measurements and has access to the ground truth labels, there is no need of any assistance information or further measurement report to assist the performance monitoring at the LMF. 
[bookmark: _Hlk163058882]Proposal 17: For model monitoring in Case 3b, no further assistance information or measurement report in addition to inference is required to be sent to the LMF.
Model monitoring for the 2nd priority of Cases 2a/2b 
Case 2a: 
If Case 2a is supported, the monitoring should be done in a similar manner as for Case 1. Due to the increased air-interface load, however, it is our view that Case 2a should not be studied with highest priority.
[bookmark: _Hlk163059322]Observation 17: Model monitoring for Case 2a can be done in a similar manner as Case 1, i.e., by implementation at the same UE-side entity that derives the monitoring metric.
Case 2b: 
If Case 2b is supported, the monitoring is done at the LMF like for Case 3b. As for Case 3b, LMF can collect measurements and has access to the ground truth labels. Therefore, there is no need of any assistance information or further measurement report to assist the performance monitoring at the LMF. Due to the increased air-interface load, however, it is our view that Case 2b should not be studied with highest priority.
[bookmark: _Hlk163058892]Proposal 18: For model monitoring in Case 2b, no further assistance information or measurement report is required to be sent to the LMF.
Life cycle management procedure
As stated in TR 38.843 [3]:
	The LCM procedure is studied for the case that an AI/ML model has a model ID with associated information and/or for the case that a given functionality is provided by some AI/ML operations. Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.…


For the model-ID based LCM, e.g. for Case 1, if the UE would support one or multiple models, it may update, fine-tune or switch between them without a need to notify the network, i.e., LMF to be specific. Introducing model identification for one-sided models may bring additional effort at the LMF for UE-side model management. However, the necessity of model-ID based LCM is still under study in RAN1 9.1.3.3 and in RAN2. It is therefore our suggestion to defer discussion on the model-ID based LCM in 9.1.2 at least until end of Q3/2024.
[bookmark: _Hlk163058921]Proposal 19: Defer discussion on model-ID based LCM in 9.1.2 until end of Q3/2024, since its necessity still is under discussion in 9.1.3.3 and in RAN2.
Regarding functionality-based LCM for the AI/ML positioning use cases, it is our view that it at least may correspond to the UE-side operations for Case 1 and Case 2a and that the UE should report its general requirement for aspects like RS configurations and/or its support on inference output (e.g., LOS indicator or RSTD for Case 2a). 
[bookmark: _Hlk163058926]Proposal 20: Support functionality-based LCM for UE-side model of Case 1/2a.
Conclusions
In this contribution, we have discussed the model training, model inference and model monitoring for the positioning case. Based on the discussions, we have the following observations and proposals.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Model Input
Proposal 1: Regarding the time domain channel measurements, the boundary between sample-based and path-based methods needs to be determined before doing the down selection and comparison, e.g.,
· Understanding 1: Path-based method can have finer time domain granularity than sample-based method.
· If the same time domain granularity is selected for both, then the two methods are equal.
· Understanding 2: Path-based method allows non-even selection of the paths in time domain, while sample-based method may be restricted to even selection of samples in time domain.
Observation 1: For Case 1 and Case 2a, it does not need to specify the use of sample-based or path-based measurements as model input, since the consistency can be ensured by implementation.
· E.g., the PRUs/UEs performing the channel measurement for training and the UEs performing the channel measurement for inference could be ensured as the same type provided by the UE vendor.
Observation 2: For Case 3a, it does not need to specify the use of sample-based or path-based measurements as model input, since the consistency can be ensured by implementation.
· E.g., the gNBs performing the channel measurement for training and the gNBs performing the channel measurement for inference could be ensured as the same type provided by the gNB vendor.
Observation 3: For Case 3b, the set of gNBs performing the channel measurement for training is the same as the set of gNBs performing the channel measurement for inference.
· In particular, it is typical that all TRPs can belong to the same vendor.
Observation 4: Regarding sample-based method, reporting sampling information (e.g., sampling period/window) may have the risk of disclosing the proprietary.
Observation 5: For Case 3b, the reporting of path-based mechanism from gNB to LMF in legacy can be re-used.
Observation 6: For Case 2b, the inconsistency between training and inference may exist regardless of using path-based method or sample-based method, as the PRUs reporting measurements to LMF during training phase and the UEs reporting measurements to LMF during inference phase may be subject to different types.
· The inconsistency issue may be relieved if the PRUs and UEs are both from the same vendor.
Proposal 2: Regarding sample-based and path-based reporting, there is no need to introduce sample-based reporting method for the 1st priority cases (Case 1/3a/3b).
Proposal 3: For Case 2b/3b, support enhancing the legacy reporting by increasing the number of reported delay and power samples from the UE/gNB to LMF.
Proposal 4: For Case 3b, there is no specification impact of the time reference used for the timing information. The RTOA reference time can be re-used as the reference time.
Proposal 5: For Case 3b/2b, reuse the legacy reporting of timing and power information from gNB to LMF.
· The use of phase information for the measurement reporting would need further justification.
Model output
Observation 7: For Case 3a/2a, there is no need to indicate whether the LOS/NLOS indicator has been generated as in legacy or it is a predicted result. The reported soft indicator as supported in legacy can be re-used instead.
Proposal 6: For Case 3a/2a, support the indication of the predicted timing information obtained with the AI/ML model by reusing the timing quality indicator to distinguish from the measured timing information. 
Model training
Observation 8: The on-demand PRS mechanism existing in legacy positioning can be used for training data collection in Case 1, 2a, 2b:
· [bookmark: _GoBack]The UE-initiated request of on-demand PRS can be used for Case 1, 2a.
· The LMF-initiated request of on-demand PRS can be used for Case 2b.
Proposal 7: For data collection, no enhancement of the legacy configuration of PRS and SRS is needed. 
Proposal 8: For Case 1 label generation, prioritize the PRU, while the benefits and necessity to additionally consider UEs remain to be confirmed.   
Proposal 9: For Case 1 data collection for training UE-sided model, labels and measurements are generated at the PRU.
· Transfer of the labels and measurements to the OTT server is based on implementation.
· There is no need to specify the labels.
Observation 9: For Case 3a data collection, RAN1 has identified a network entity with known PRU location. 
· It is out of the scope of RAN1 to determine further details on the network entity. As one solution, the network-side may obtain the label by implementation.
Proposal 10: For Case 3b data collection for LMF-sided model, start the discussion by assuming the network entity for the label generation for model training is LMF at RAN1.
Observation 10: Data collection for model training in Case 2a can be done via implementation similarly to the data collection for model training in Case 1.
Observation 11: Data collection for model training in Case 2b can be done similarly to the data collection for model training in Case 3b.
Proposal 11: The measurement quality used in legacy reporting can be used for the quality indication of the path-based measurements for training. 
Observation 12: Specification of labels and their quality does not seem necessary, since labels are already available at the training entity, or if signaled, the legacy mechanism can be re-used.
Proposal 12: There is no need to introduce a new terminology in addition to labels and measurements, since an unlabeled data sample seems to be a measurement.
Proposal 13: Discuss the content/type of label/measurement and the potential spec impact for training data collection in a case by case manner, starting with Case 1/3a/3b.
Consistency between training and inference
Observation 13: Meta data refers to information related to support consistency between training and inference.
Observation 14: For providing network information to ensure consistency between training and inference, if needed, can be achieved based on legacy mechanisms for all cases.
Model monitoring
Proposal 14: For model monitoring in Case 1, the monitoring decision is performed in the same UE-side entity that derives the monitoring metric.
· The monitoring is done in implementation manner and a monitoring metric does not need to be specified.
Observation 15: For LMF-side model monitoring in Case 1, LMF may not have the knowledge to monitor/manage the UE-side models.
Observation 16: For model monitoring in Case 3a, if needed, the labels can be transferred to the gNB by implementation.
Proposal 15: For model monitoring in Case 3a, the gNB calculates the metric and makes the monitoring decision. Applicable cases may include e.g., the label-free and label-based model monitoring case for Case 3a. 
Proposal 16: The LMF can indicate assistance information, e.g., threshold criterion, to the gNB for the calculation of the monitoring metric or to facilitate the calculation of the monitoring metric and/or monitoring decision at the gNB.
Proposal 17: For model monitoring in Case 3b, no further assistance information or measurement report in addition to inference is required to be sent to the LMF.
Observation 17: Model monitoring for Case 2a can be done in a similar manner as Case 1, i.e., by implementation at the same UE-side entity that derives the monitoring metric.
Proposal 18: For model monitoring in Case 2b, no further assistance information or measurement report is required to be sent to the LMF.
Life cycle management procedure
Proposal 19: Defer discussion on model-ID based LCM in 9.1.2 until end of Q3/2024, since its necessity still is under discussion in 9.1.3.3 and in RAN2.
Proposal 20: Support functionality-based LCM for UE-side model of Case 1/2a.
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