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Further evaluation on CSI prediction
In the RAN#102, a new work item on air-interface AI/ML was approved for Rel-19 [1].
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain).


In Rel-18, evaluations for CSI prediction based on UE-sided model were performed. As an outcome of the study, high-level observation on Rel-18 study was captured in TR 38.843 [2] as below. Yellow highlighted part indicates part of lack of observation in Rel-18.  

	The following aspects have been studied for the evaluation on AI/ML based CSI prediction:
-	From the perspective of basic performance gain over non-AI/ML benchmark (without considering generalization), 
o	It has been studied with corresponding observations on: 
	the metrics of SGCS, mean UPT, 5% UPT;
	the benchmarks of nearest historical CSI and auto-regression/Kalman filter based CSI prediction.
	Note: the benchmark of level x based CSI prediction is represented by generalization cases.
o	It has been studied but is lack of observations on: 
	the impact of modeling spatial consistency
	the metrics of NMSE 
o	It has been studied with corresponding observations on complexity but without comparison with non-AI/ML
-	From the perspective of AI/ML solutions (without considering generalization), 
o	It has been studied with corresponding observations on (with the metric of SGCS and the benchmark of nearest historical CSI): impact of input type, impact of UE speed, impact of prediction window, impact of observation window
-	From the perspective of generalization over various scenarios,
o	It has been studied with corresponding observations on (with the metric of SGCS): 
	the scenario including various UE speeds
	the approach of dataset mixing (generalization Case 3)
o	It has been studied but is lack of observations on: 
	various deployment scenarios, various carrier frequencies, and other aspects of scenarios.
	the approach of fine-tuning
-	From the perspective of scalability over various configurations, it has been studied but is lack of observations.



In RAN1#112b-e, following simulation cases were agreed for the calibration purpose. 

	Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 
· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· UE speed: 10km/h, 30km/h, 60km/h;
· Others can be additionally submitted, e.g., 120km/h.
· Input/Output type: Raw channel matrix
· Other can be additionally submitted, e.g., eigenvectors.
· Observation window: 5/5ms, 10/5ms
· Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
· Prediction window: 1/5ms/5ms
· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
· Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.
· for Table 7. Evaluation results for CSI prediction with model generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.



 Regarding further evaluation, Huawei thinks there is no need to introduce new cases, major task is to collect more evaluation results. Also, CATT and Ericsson propose prioritization on evaluation of CSI prediction over non-AI/ML based benchmark (benchmark 1 and/or 2). Moderator tends to agree that Rel-19 study should be focused on collecting sufficient evaluation samples especially for system throughput performance to draw observation/conclusion. 
Proposal #2.0:
· [bookmark: OLE_LINK2][bookmark: OLE_LINK1]For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· Note: additional EVM and corresponding template to collect the results can be updated.
	Company
	Views

	New H3C
	We are open to discuss about it.

	Samsung
	Ok to take Rel-18 EVM as a starting point. 

	MediaTek
	[bookmark: OLE_LINK4]Agree to focus on collecting the results of AI VS. non-AI (especially benchmark 2).

	Panasonic
	We are fine with Proposal #2.0.

	vivo
	We are okay to consider the EVM agreed in Rel-18 SI as a starting point. However, we think more issues (e.g., in 2.2) need to be discussed to investigate better on the limit of non-AI based prediction solution.

	Huawei, HiSilicon
	Support. 

The reason that RAN1 could not achieve a consensus on whether or not to recommend CSI prediction for the normative work was mainly due to limited time for companies to accomplish the simulation results of non-AI/ML CSI prediction as well as the UPT results. We don’t think updating the evaluation methodology or introducing new simulation cases would be helpful to achieve such consensus in the limited Rel-19 SI period.

	NEC
	We support considering EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.

	Fujitsu
	We share a similar view with the moderator. Further study on the UPT gain of AI/ML should be prioritized.

	Qualcomm
	Agree.

	OPPO
	Agree

	NTT DOCOMO
	Little performance gain or performance loss has been shown even for UE-side models during the RAN1 study. Before we continue collecting the results, RAN1 need to discuss whether the continuous study is worthy to be done and in what scenarios the Rel. 18 CSI prediction case may have significant gain.

	Spreadtrum
	Agree 

	Ericsson
	Support

	ZTE
	We agree that EVM agreed in Rel-18 CSI prediction should be the starting point. However, we also noticed that, according to the Rel-18 EVM, the non-AI based CSI prediction performs very well. However, according to the field test as shown in our contribution R1-2400264, the performance of non-AI based CSI predictions is poor due to the following potential issues, e.g., impact of LOS/NLOS, complicated practical channel, potential channel estimation error and imperfection of RF devices. We propose to also consider new practical factors that may impact the performance of CSI prediction.

	ETRI
	Thanks FL for the great efforts. We agree on this proposal regarding EVM.

	AT&T
	Fine with using the Rel. 18 EVM as starting point

	Xiaomi
	According to the WID, it needs to further study performance gain over Rel-18 non-AI/ML based approach. In our view, if Rel-18 non-AI/ML based approach indicates the non-AI/ML approach , e.g., Kalman filter based, Auto-regression based studied in R18. We are fine with the proposal. However, if Rel-18 non-AI/ML based approach indicates the Rel-18 Type II codebook for predicted PMI (i.e., Rel-18 DD compression codebook) specified in Rel-18, we think it is suitable that the EVM agreed in Rel-18 Type II codebook for predicted PMI is used as a starting point.

	Intel
	Support the proposal.

	CMCC
	Support.

	Apple 
	Fine with using the Rel. 18 EVM as starting point

	Lenovo
	Prefer reusing Rel-18 EVM as starting point

	CEWiT
	Support.

	CATT
	Support

	LGE
	Agree

	Mod
	To Xiaomi, in my understanding, Rel-18 CSI prediction is very similar to EVM agreed in MIMO (R1-2205289). Could you explain more on what should be changed if EVEM of Rel-18 Type II CSI is considered?

To all, 
Proposal #2.0 seems to be stable except some additional EVM which can be further discussed in Section 2.2.





In the followings, summaries on proposals for further evaluation in this meeting is provided. Please provide your views on each topic.

Evaluation baseline
Rel-18 CSI as baseline performance
Summary
For performance comparison, Lenovo, LG Electronics, and Xiaomi think Rel-18 Doppler domain (DD) compression codebook should be a baseline. NTT Docomo thinks no continuous study on TD CSI prediction unless obvious gain over Rel-18 DD compression codebook is observed. Also, there is a view that sample-and-hold (no prediction) may exaggerate the performance gain. Therefore, for fair comparison, companies are encouraged to evaluate Rel-18 DD compression as a baseline performance. 

Proposal #2.1-1:
· For Rel-19 study on CSI prediction, consider Rel-18 DD compression codebook as a baseline for the benchmark of performance comparison.

	Company
	Views

	New H3C
	It isn’t clear to us why we need consider Rel-18 DD compression codebook as a baseline. Plz elaborate its intention in detail.

	MediaTek
	Agree.
[bookmark: OLE_LINK13]If the Rel-16 eType II codebook is used as the baseline, it may not be adequately used for multiple prediction points. Therefore, it is justifiable to adopt the Rel-18 DD compressed codebook as a common reference for Rel-19 CSI prediction studies.

	vivo
	OK

	Huawei, HiSilicon
	We don’t think restricting Rel-18 Benchmark#2 (non-AI/ML based CSI prediction) to Rel-18 DD compression codebook would be in particular helpful to achieve a consensus on whether or not to recommend CSI prediction for the normative work. Since the main reason for the lack of consensus in Rel-18 was the lack of Rel-18 Benchmark#2 results, we think it would be more helpful to keep the Benchmark#2 as general as it is and request companies for further simulation results based on Rel-18 Benchmark#2. Of course, companies can provide their simulations based on Rel-18 DD compression codebook on a voluntary basis.

	NEC
	Support.

	Fujitsu
	Generally fine with the proposal

	Qualcomm
	Rel-18 compression codebook is mainly focused on the compression part without any specified prediction method. For the prediction method, Rel-18 SI benchmark schemes can be reused. i.e., nearest historical CSI and non-AI/ML based prediction. R18 DD compression can be one option for the feedback format for reporting the predicted CSI.

	OPPO
	We share the similar view to Huawei.

	NTT DOCOMO
	Support moderator’s proposal.

	Ericsson
	Support

	ZTE
	OK to use the Rel-18 DD compression codebook as baseline for AI/ML CSI prediction EVM.

	ETRI
	We share similar view with Qualcomm.

	Xiaomi
	Support. According to the WID, it needs to further study performance gain over Rel-18 non-AI/ML based approach, Rel-18 DD compression codebook for predicted PMI should be used as a starting point. 

	Intel
	Support the proposal. In addition to that, single time unit for prediction can be considered with N4 = 1.

	CMCC
	Rel-18 DD compression codebook in MIMO includes UE side CSI prediction and CSI compression in DD domain additionally. If we really need this benchmark, it can be assumed predicting only one time instance, i.e., N4 =1, to collect more simulation results.

	Apple
	Prefer to focus on the prediction accuracy and leave the compression gain comparison to CSI compression agenda. 

So single time unit can be used. 

	TCL
	Support

	Lenovo
	Support

	CEWiT
	Support

	CATT
	Ok

	Mod
	To NewH3C

[image: ]
The structure of DD compression codebook is expressed as  where ,,  and  are SD basis, combining coefficient matrix, FD basis and DD basis, respectively. Using this codebook, UE can calculate and compress PMIs for  (=1,2,4,8) time instances, and report those as one PMI instead of generating and reporting each N4 PMIs.

As illustrated above, Rel-18 is introduced to efficiently report future CSI in high mobility case by introducing new basis. As usual, baseline should be selected from the state-of-art codebook supported by specification. In addition, in Rel-18 study, there is no evaluation result that compares performance btw AI/ML prediction and Rel-18 DD compression CSI. In that sense, it is reasonable to compare AI/ML prediction and Rel-18 DD compression CSI.

	Mod2
	To All
Thanks for the today’s on/offline discussion. Based on the comments, I modified proposal 2.1.-1. 
Please provide your view.



Proposal #2.1-1 (updated):
· For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based Kalman/Wiener filter, Auto-regression) and Rel-18 DD compression codebook with N4=1. 
	Company
	Views

	
	

	
	

	
	

	
	

	
	

	
	

	
	





Non-AI based CSI prediction (benchmark 2)
Summary
In Rel-18 study, for non-AI based CSI prediction (Benchmark 2), companies considered different assumptions, e.g., whether it is per UE, per SB, per TX/RX pair, etc., on different algorithms, e.g., Kalman filter based, Auto-regression based, Wiener filter based., so it seems hard for making fair performance comparison. In this context, ZTE, MediaTek, IIT, LG Electronics proposed to align baseline simulation assumptions. Similarly, Qualcomm proposed that companies to report the non-AI/ML CSI prediction performance together with the algorithm parameters (e.g., size of autocorrelation matrix, learning window size). From the moderator’s view, unlike the specified codebook, non-AI based CSI prediction based on existing prediction algorithm seems hard to be calibrated, so it is more preferable that companies are encourage to report their assumption on non-AI based CSI prediction algorithm. 
Also, it has been studied with corresponding observations on complexity but without comparison with non-AI/ML. The FLOPs for CSI prediction used for evaluation are provided from each companies. Regarding this issue, Nokia, Intel, Qualcomm, IIT propose complexity comparison between AI/ML-based prediction and non-AI ML based prediction. As mentioned above, benchmark 2 used for the evaluation is different per companies, so it would be reported by companies. 

Proposal #2.1-2:
· Companies are encouraged to report computational complexity (e.g.,in unit of FLOPs) and their assumption on non-AI based CSI prediction when performance results are provided. 

	Company
	Views

	New H3C
	OK

	Samsung
	Fine but it is also important to report the underlining requirement for non-AI/ML-based CSI prediction, e.g., if it requires a continuous update for the predicting filter parameters, the number of measurements required for convergence, etc. This is particularly important for the case of non-periodic CSI measurement. 

	MediaTek
	[bookmark: OLE_LINK16]Agree to compare computational complexity in terms of FLOPs is a starting point for benchmarking different CSI prediction methods. While there are complexities specific to AI, such as the LCM procedure complexity, and to non-AI methods, such as handling non-periodic CSI-RS. However, we recommend simplifying the comparison process in the study item to prevent the discussion from becoming divergent.

	Panasonic
	We support Proposal #2.1-2.

	vivo
	OK

	Huawei, HiSilicon
	Support

	NEC
	Support.

	Fujitsu
	Fine with the proposal

	Qualcomm
	Support

	OPPO
	Support

	NTT DOCOMO
	Support moderator’s proposal.

	Ericsson
	Support. Agree with Samsung that the additional complexity for prediction model/algorithm parameter updates shall be considered for non-AI-based CSI prediction scheme. 

	ZTE
	Agree that companies should report the computational complexity and corresponding assumptions on the non-AI based CSI prediction. 
If we move one step further, we can align at least partial simulation assumptions, e.g., per UE, per SB, per TX/RX pair, etc..

	IIT Kanpur
	Support

	ETRI
	We agree.

	AT&T
	It will be a good idea to have some alignment for the baseline 2 otherwise we may end up with vastly different results for companies using different algorithm with different parameters. 

	Xiaomi
	OK

	Intel
	Agree with the proposal. Furthermore, if complexity is different for different CSI reporting instances (e.g., if filter weights for AR-based prediction are not always updated), average complexity can be reported by companies. 

	CMCC
	Support.

	Apple 
	OK to do this approach. 

Detailed algorithm and assumptions need to be reported together with the computational complexity.  

	TCL
	Support in general.

	CEWiT
	Support

	CATT
	Agree with Qualcomm’s view. Companies are encouraged to report the non-AI/ML CSI prediction performance together with the algorithm parameters

	LGE
	OK




Additional evaluation assumptions. 
Summary
In addition to Rel-18 simulation cases captured above, followings were proposed/observed by companies.

· Channel estimation error
· Ericsson observes the performance of AI-based CSI prediction is robust against channel estimation errors
· Vivo proposes to evaluate multiple levels of realistic channel estimation errors
· ZTE proposes to further study of AI/ML CSI prediction in Rel-19 by taking the impact of LOS/NLOS, complicated practical channel, potential channel estimation error and imperfection of RF devices into account.
· Nokia proposes study the performance of CSI predictors for non-ideal CSI-RS conditions
· Phase discontinuity of RF chain 
· Vivo proposes to model phase discontinuity of RF chain in the simulation
· UE distribution
· NTT Docomo proposes 80% indoor and 20% outdoor to be aligned with agenda 9.1.3.2.
· Observation/prediction window
· SK Telecom proposes to evaluate 20ms CSI-RS periodicity to take practical CSI-RS configuration into account
· Xiaomi proposes the window of CSI prediction and CSI-RS burst transmission should be same for Rel-18 Type II Doppler codebook and UE side AI/ML model.
· InterDigital proposes to study enhancements to support variable window length for CSI prediction at inference time
· IIT proposes to study potential configurations for the observation and prediction window considering Rel-18 codebook configuration into account
· Pre-processing 
· IIT proposes to study the effect of pre-processing techniques to exploit better sparsity in the evaluation of CSI prediction.

Companies are encouraged to provide views on necessity of above additional assumptions of channel estimation error, phase discontinuity, UE distribution, observation/prediction window, preprocessing for evaluation. If you think it is necessary, please provide suggested values.
  
	Company
	Views

	Samsung
	Fine with the above proposals. We additionally propose to consider aperiodic CSI measurement and reporting (as it is supported in Rel-18 eType II DD CSI) for both baseline and AI/ML-based CSI prediction.  

	SK telecom
	We believe that additional evaluation of CSI prediction using 20ms CSI-RS periodicity is essential from the following two reasons. i) for periodic CSI-RS and reporting, 5ms periodicity is very rare setting in commercial 5G network (It was confirmed that all gNB manufacturers in our 5G network do not support 5ms CSI report, at least now), ii) for aperiodic CSI-RS and reporting, we have strong concern on DL interference issues for stationary users from aperiodic CSI-RS burst of 5ms periodicity. In UL, aperiodic SRS approach is reasonable since it can be multiplexed with other user’s SRS without interference issues using different comb and cyclic shift. However, CSI-RS do not have that kind of multiplexing mechanism. CSI-RS burst for some high-speed UE is strong interference source for other users in a cell or neighbour cell.

	MediaTek
	· Channel estimation error:
[bookmark: OLE_LINK22]We may need to clarify which option is used in the simulation. If option 1 is used, it’s reasonable to assume the AI/ML-based CSI prediction can compensate for the CE error. However, if option 2 is used, it becomes more practical, as we do not possess ideal CSI in a real-world environment. Therefore, the ability of AI/ML-based methods to compensate the CE error requires further studied.
	Option
	Model input 
(Training/Inference)
	Ground Truth (Training)
	Note

	1
	Non-ideal CSI
	Ideal CSI
	Only data generated by the simulator is applicable

	2
	Non-ideal CSI
	Non-ideal CSI
	Practical scenario used in field/real-world testing



· UE distribution:
The primary purpose of CSI prediction is to address the issue of CSI aging, which is usually more suitable in medium to high mobility scenarios (at least speed >= 10km/h). In indoor environments, the speed of user movement typically lower than 3km/h, hence the CSI aging problem may not be the main concern indoors. Therefore, the 80% indoor and 20% outdoor distribution might not be suitable for evaluating the performance of CSI prediction.

	Panasonic
	We think UE-side CSI prediction has the issue of the misalignment between future (predicted) reference CSI resource report by UE and the actual DL allocation. The misalignment issue can be alleviated by reporting multiple future predicted CSIs. Therefore, we think prediction window is important parameter of CSI prediction. At least prediction window is necessary as the evaluation assumption.

	vivo
	Based on study from multiple companies, practical impairments of the channel or Tx/Rx hardware have impact on the performance of AI and non-AI prediction algorithms. For example, evaluation results from multiple sources show that non-AI algorithm like AR is more sensitive to impairments like channel estimation error and phase discontinuity than AI. Hence we propose to discuss the following proposal (covering the first two bullets in FL’s summary).
Proposal:
For Rel-19 study on CSI prediction, evaluate the impact of practical impairments (e.g., channel estimation error, phase discontinuity) on the performance of AI and non-AI prediction methods.

	Huawei, HiSilicon
	This would be an update to EVM which we think is not necessary. Companies could provide additional results based on these assumptions on a voluntary basis.  

	Fujitsu
	Some parameters of Rel-18 Type II Doppler codebook used to feedback CSI may have impact on the performance of AI/ML based CSI prediction. For example, some parameter of the reporting window configuration of Rel-18 Type II codebook, e.g., the value of , could be discussed.

If larger value of  could be applied, e.g., the value of  could be set to be equal to the scheduling delay, then it is beneficial for the performance. With the existing value of , there is some waste of the reported CSI, since some of them may have to be dropped.

	Qualcomm
	Assumptions for aspects related to UE-side processing and non-ideality (channel estimation error, phase discontinuity, etc.) can be left to companies. How to model channel estimation error was left to companies even in the R18 study on CSI compression.

	ZTE
	We are open to consider all the above-mentioned aspects, especially for the channel estimation error and phase discontinuity. 
Regarding the channel estimation error, an x dB Gaussian noise can be added to the training dataset. 
· AI/ML CSI prediction: x dB Gaussian noise is added in the model input for model training. During the inference, x dB Gaussian noise is added for the model input.
· Non-AI/ML CSI prediction: x dB Gaussian noise is added for the input data for the CSI prediction.

Regarding the phase discontinuity, similar method as for channel estimation error can be applied.

	AT&T
	Fine with the proposals

	Xiaomi
	If Rel-18 DD codebook is used as benchmark, the observation window and prediction window should be same for AI/ML model based CSI prediction and Rel-18 DD codebook.
For the observation window, it depends on CSI-RS resource configuration. One periodic/semi-persistent CSI-RS resource or K={4,8,12} aperiodic CSI-RS resources are configured, and the interval of two adjacent CSI-RS resource is d={1,2} slots.
For prediction window, the starting point of the window is l=n+, where n is CSI reporting instance, nCSI−ref. The length of prediction window is N4d, N4={1,2,4,8} is the number of Doppler domain bases.

	CATT
	Ok to study the observation/prediction window especially for multiple future instants prediction, companies are encourage to report assumptions on channel estimation error

	Mod
		RAN1#110b
Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, it is up to companies to choose the error modeling method for realistic channel estimation and report by willingness.
•	Note: It is not precluded that companies use ideal channel to calibrate

Conclusion
If ideal DL channel estimation is considered (which is optional) for the evaluations of CSI feedback enhancement, there is no consensus on how to use the ideal channel estimation for dataset construction, or performance evaluation/inference.
It is up to companies to report whether/how ideal channel is used in the dataset construction as well as performance evaluation/inference



Regarding channel estimation error, above were concluded in Rel-18. Moderator thinks this can also be applied channel estimation error and phase discontinuity in CSI prediction. For CSI-RS periodicity, please provide more input below. 




Question: Do we need to set specific error value, e.g., X dB for simple Gaussian error modeling, in order to align the evaluation assumption?
	Company
	Views

	
	

	
	

	
	



Proposal #2.2-1 (New):
For the evaluation of the AI/ML based CSI prediction, for ‘Channel estimation’, it is up to companies to choose the error modeling method for realistic channel estimation and report by willingness.

Proposal #2.2-2 (New):
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), [20] ms periodicity (optional) 
· Aperiodic (for cases with prediction): CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II)
· FFS on K ={4,8,12} and m={1,2} 

Please provide your view on proposal #2.2-1 and #2.2-2.
	Company
	Views

	
	

	
	

	
	




Generalization/Scalability evaluation
Summary
In Rel-18 study, generalization evaluation according to UE speed was performed. However, generalization evaluation on various deployment scenarios, various carrier frequencies, and other aspects of scenarios did not widely be simulated by companies. Moderator believes that the reason for choosing “UE Speed” among evaluated companies is because of it is CSI prediction–specific scenario as agreed in RAN1#112. Regarding this generalization/scalability aspects, followings are proposed by companies.
· CMCC proposes to study the generalization over subbands of AI-based CSI prediction.
· CATT proposes to study generalization of AI/ML based UE side CSI prediction, e.g., various scenarios, various UE speeds and various carrier frequencies and to study Scalability of AI/ML based UE side CSI prediction, e.g., various subbands, various Tx ports
· NTT Docomo proposes to study generalization over deployment scenarios, UE distributions, carrier frequency; scalability over bandwidth, antenna port layout and number.
· Samsung proposes to study the generalization performance of AI/ML-based CSI prediction across different configurations and additional conditions.
· InterDigital proposes to study a wider range of generalization aspects for CSI prediction
· NTPU proposes to study the impact on various deployment scenarios, various carrier frequencies, etc. for generalization evaluation.
· AT&T proposes to study scalability over different network configurations for a given site, different user distributions for different deployment scenarios, over mixed speed distributions
· Nokia proposes alternative solutions (based on retraining) to cope with varying scalability and generalization parameters
· NEC proposes to study the performance of the (updated) AI/ML model after model update (e.g., fine-tuning, re-training).

Companies are encouraged to provide views on the necessity of evaluation for generalization/scalability aspects including at least various scenarios, carrier frequencies, subbands, Tx ports. 
	Company
	Views

	MediaTek
	Although it is necessary to discuss generalization issues across different dimensions, CSI prediction primarily focuses on forecasting time-domain information and is more sensitive to information related to Doppler. Therefore, it should be prioritized in discussions. Hence, we have the following recommendations:
1. First priority: UE speed, carrier frequency, deployment scenarios, UE distributions
Second priority: subbands, antenna port layout and number

	Panasonic
	We agree that generalization / scalability evaluation other than UE speed is necessary. In addition. in order to analyze the necessity of cell / site specific AI/ML model, generalization or scalability performance should be evaluated taking into account multiple scenarios / configurations aspects such as generalization over different deployment scenarios + different TxRU mapping, generalization / scalability over different TxRU mapping + different antenna port numbers, etc.

	Huawei, HiSilicon
	Generalization over UE speed was performed for CSI prediction in Rel-18. Various other generalization aspects including generalization over deployment scenarios, UE distributions, carrier frequencies, and TxRU mapping have been evaluated for CSI compression. We believe similar results hold for CSI prediction and there is no need to perform simulation campaign on these aspects. 

	Fujitsu
	We are fine to study the AI/ML model generalization/scalability for CSI prediction since these aspects are not evaluated sufficiently in Rel-18 SI phase.

	Qualcomm
	Generalization across UE speeds is needed since UE speed can vary quickly. Generalization across deployment scenarios, carrier frequencies, bandwidth, etc. may not be a critical requirement since these aspects are known at the UE-side and change on a slow timescale, and the UE-side may choose to rely on model switching. It would be better to focus on the critical aspects first.

	ZTE
	We are supportive to evaluate the generalization/scalability aspects related to subbands. 
Regarding the Tx ports or carrier frequency, the motivation to simulate the generalization is not strong. If the Tx ports are adjacent, there may be correlation. But if they are far away, there may be no correlation. 

	Xiaomi
	Support to evaluate generalization/scalability of CSI prediction. It is infeasible for a UE to store multiple models for different scenarios, configurations or speeds. The generalization/scalability of trained model have impact on performance. Hence, it is necessary to evaluate the generalization/scalability of AI/ML model.

	CATT
	Generalization analysis of AI/ML based UE side CSI prediction over various UE speeds, deployment scenarios, and scalability analysis of AI/ML based UE side CSI prediction over various subbands and antenna ports can be considered.



Proposal #2.3-1 (New):
For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, companies are encouraged to evaluate one or more of the following aspects:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various Frequency granularities, (e.g., size of subband)
· Various antenna port numbers (e.g., 32 ports, 16 ports)
Companies to report the selected configurations for generalization verification
Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
Note: generalization over various UE speed was performed in Rel-18 study.

From the previous round 1 discussion, majority companies want to see the generalization/scalability performance gain. Therefore, above is proposed. Please provide your views on Proposal #2.3-1.
	Company
	Views

	
	

	
	

	
	

	
	





Cell/site specific model evaluation 
Summary
 In WID, as an example of performance enhancement of AI/ML based CSI prediction, cell/site specific model is listed. Since cell/site specific model also can be applied to CSI compression use case, Huawei, CATT, NTT Docomo proposes to discuss this issue in CSI compression first to avoid duplicated discussion. Fujitsu proposes to deprioritize cell/site specific model for CSI prediction, since discussion on EVM of cell/site specific model requires a lot of time which is not preferred considering limited time for Rel-19 study. CEWiT propose to clarify the definition of cell/site specific models before moving forward. Samsung, NVIDIA, AT&T propose to study performance of cell/site specific model, and their proposals are listed in the following alternatives
· Alt1: A few/single UE drop(s) on a few/single sector(s) with spatial consistency turned on.     
· Alt2: Ray-tracing channel model 
· Alt3: Field data (channel samples collected from real deployment)

Based on above summary, there can be three possible way forwards. 
· Approach 1: Discuss cell/site specific model in agenda 9.1.3.2 first. Based on the outcome, whether and how to evaluate cell/site specific model can be determined
· Approach 2: De-prioritize cell/site specific model 
· Approach 3: Discuss in this agenda considering above three alternatives. FFS on down-selection on above three alternatives. 

Companies are encouraged to provide views on above three approaches.
	Company
	Views

	Samsung
	Thanks FL. We would like to ask the reasoning behind Approach 1. Is it to reduce workload? 

	MediaTek
	[bookmark: OLE_LINK31]Prefer approach 1. Excessive duplication of discussed issues should be avoided.

	Huawei, HiSilicon
	We prefer Approach 1 to avoid duplicated discussions. We are also OK with approach 2 at least in 9.1.3.1 agenda item as we think similar conclusions on the effect of using cell/site specific model would be drawn for both CSI enhancement schemes (compression and prediction) 

	Fujitsu
	We prefer approach 2. The benefit of cell/site specific model for one-sided model is not very clear. In addition, for CSI prediction operation, the AI/ML mode is at the UE side.


	Qualcomm
	We prefer Approach 1 to avoid duplicating the discussion.

	OPPO
	We prefer Approach 1.

	Ericsson
	Support Approach 2.

Alternatives 1,2 and 3 were discussed in the beginning of Rel-18 SI. There are many problems with ensuring data quality, fairness, diversity, and many challenges in obtaining representative field data for use in 3GPP evaluations. Field data can be very skewed to a specific scenario or system configuration. Field data can be biased due to the vendor specific software / hardware / implementation solutions. Data formatting, cleaning, and pre-processing to construct a dataset based on the field data would also need to be defined. The amount of RAN1 work to achieve this seems excessive... Given the short time of the study, Alt 2 and Alt 3 does not seem to be feasible. In addition, it has been already agreed in the RAN1 #109-e meeting that 3gpp channel models shall be used as the baseline for evaluations for all use cases. 

Agreement
•	Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
•	Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models

Regarding Alt 1, it is unclear if we can draw meaningful conclusions if we just simulate with one sector and few UEs.

	ZTE
	We tend to agree with Approach 1. Once simulation methodology for cell/site specific model is agreed in the CSI compression agenda, we can further discuss whether to apply it to the CSI prediction here. 

	ETRI
	Our preference is Approach 1.

	AT&T
	Support approach 3. Same question as Samsung on reasoning for Approach 1.

	Xiaomi
	Support approach 1.

	Lenovo
	Prefer Approach 1

	CEWiT
	Prefer Approach 1

	CATT
	Support Approach 1. Collaborate with CSI compression agenda item for the feasibility and EVM discussion to avoid duplicate work. 

	LGE
	We prefer Approach 1, but we are open to Approach 2.

	Mod
	To Samsung and AT&T. 
First, above three approaches are summary of proposals from contribution in this meeting. My understanding on Approach 1 is to reduce the workload, as 9.1.3.2 also has similar proposals on this. In Approach 1, once some progress is made, same modeling can be reused.  



Performance monitoring evaluation 
Summary – lower priority
For evaluation of performance monitoring, CATT thinks it is considered as the lowest priority. Meanwhile, similar to CSI compression, CMCC proposes evaluation methodology as follows:
· Step 1: Generate test dataset including K test samples.
· Step 2: For each of the K test samples, a bias factor of monitored intermediate KPI (KPIDiff) is calculated as a function of KPIDiff = f ( KPIActual , KPIGenie ), where KPIActual is the actual intermediate KPI, and KPIGenie is the genie-aided intermediate KPI. 
· KPIDiff = f ( KPIActual , KPIGenie ) can take the following forms: 
· Option 1 (for Type 2 and Type 3): Gap between KPIActual and KPIGenie, i.e. KPIDiff = (KPIActual - KPIGenie); Monitoring accuracy is the percentage of samples for which | KPIDiff| < KPIth 1, where KPIth 1 is a threshold of the intermediate KPI gap which can take the following values: 0.02, 0.05 and 0.1.
· Option 2 (for Type 1): Binary state where KPIActual and KPIGenie, have different relationships to their threshold(s), i.e., KPIDiff = (KPIActual > KPIth 2, KPIGenie < KPIth 3) OR (KPIActual < KPIth 2, KPIGenie > KPIth 3), where KPIth 2 is considered to be the same as KPIth 3. Monitoring accuracy is the percentage of samples for which KPIDiff = 0. 
· Step 3: Calculate the statistical result of the KPIDiff over K test samples which represents the monitoring accuracy performance.
In Rel-18, other than two-sided model (CSI compression), evaluation methodology for performance monitoring is not captured in TR. Also, there are other monitoring metrics such as eventual KPI, input/output data distribution, and according to the metric, EVM may be different. Moderator thinks given the limited time budget, it is preferred to perform evaluation according to the priority. Companies are encouraged to provide views on the necessity of evaluation for monitoring evaluation for Rel-19 study on CSI prediction. 

	Company
	Views

	MediaTek
	[bookmark: OLE_LINK32]Suggestion: Performance assessments should be conducted over a duration, rather than at a single time instance, taking into account either multiple measurements or averaging the performance metrics.

	Panasonic
	We think evaluation of performance monitoring can be discussed after RAN1 see obvious gain of AI/ML-based UE-side CSI prediction.

	Huawei, HiSilicon
	We don’t think such evaluation methodology for performance monitoring is required. Depending on the agreed monitoring type, actual and genie KPI can be calculated and, based on implementation, the binary decision on whether or not to use the fallback method can be made.

	Fujitsu
	Considering that the CSI prediction is performed at the UE side, we don’t see the strong need to evaluate the performance monitoring for one-sided model.

	Qualcomm
	For performance metric calculation on UE-side (Type 1 and 3), no evaluation study is needed. Only for case where the ground truth is reported to NW (Type 2), there may be a concern due to the method used to compress the ground truth. However, such a monitoring scheme should be deprioritized since the motivation for such a scheme is not clear.

	OPPO
	We think that this kind of performance monitoring evaluation is not necessary.

	Ericsson
	Agree with Moderator.

	ZTE
	Ok to deprioritize.

	Xiaomi
	We prefer to study monitoring evaluation with lower priority.

	Lenovo
	We believe performance monitoring study is important, also agree with MediaTek’s comment regarding conducting the monitoring over a duration rather than a single time instance. 

	CATT
	We agree with the FL. Justifying the improvement of performance-complexity trade-off is the key point for CSI prediction considering checkpoints in RAN#105 (Sept ’24), evaluation of performance monitoring can be deprioritized.

	LGE
	Agree with Moderator.




Other aspects including potential specification impact
Study of NW-sided model 
Summary
According to WID, “CSI prediction with one-sided model” can be interpreted differently among companies. Majority companies think it is continuous study from Rel-18 which considers UE-sided model only. However, NVIDA, Lenovo, Sony, IIT, LG Electronics think that it could include NW-sided model as well, so corresponding study can be performed during Rel-19 study. Therefore, it is better to clarify which interpretation is correct. Companies are encouraged to provide views on their understanding on this issue. 

For Rel-19 study on CSI prediction, 
· Interpretation A: Consider UE-sided model only.
· Interpretation B: Consider NW-sided model in addition to UE-sided model

	
	Supporting companies

	Interpretation A
	[bookmark: OLE_LINK33]MediaTek, vivo, Huawei, HiSilicon, Fujitsu, Qualcomm, OPPO, Ericsson， CATT

	Interpretation B
	AT&T



If you have further comment, please comment below.
	Company
	Views

	Samsung
	Open to both alternatives. 

	MediaTek
	Restricting the scope to the UE-sided model will prevent potential overload issues and avoid the complexity discussion related to LCM considerations.

	Panasonic
	In our view, the merit of only UE-side CSI prediction over only NW-side CSI prediction is unclear. In only NW-side CSI prediction, since the network has the prediction model, future (predicted) reference CSI resource could be aligned with actual resource allocation. In only UE-side CSI prediction, if the actual DL allocation is aligned with future (predicted) reference CSI resource(s) reported by UE, this can be useful, but the actual DL allocation can be anywhere up to network implementation. Then, whether only UE-side CSI prediction has merit over only NW-side CSI prediction taking into account the misalignment between future (predicted) reference CSI resource reported by UE and the actual DL allocation should be considered. If only UE-side CSI prediction does not have merit over only NW-side CSI prediction, to use joint UE and NW side CSI prediction could be considered.

	Huawei, HiSilicon
	Interpretation A: We are not justified why NW-sided model may be required for CSI prediction. Considering the limited time for Rel-19 SI, we think it is important to not to expand the CSI prediction discussion by incorporating the NW side model (and the associated discussions such as additional EVM, monitoring types, LCM …). 

	Fujitsu
	We support UE-side model for CSI prediction. The reason is that UE has the knowledge facilitating the prediction, such as UE speed.

	OPPO
	We support Interpretation A. It is more important to show more performance gain in Rel-19 SI. 

	ETRI
	We agree on incorporating the NW-sided model case also.

	Xiaomi
	We prefer to study monitoring evaluation with lower priority.

	Lenovo
	In our opinion, if temporal compression is supported in Agenda 9.1.3.2, then NW-based CSI prediction should be discussed there, and agenda 9.1.3.1 should only consider UE-based CSI prediction. So we prefer to wait on this proposal until further clarity of scope of 9.1.3.2 is available

	CEWiT
	Open to both

	CATT
	It is better to limit introducing too many new use cases considering the time budget and checkpoints in RAN#105 (Sept ’24). 

	Mod
	This was for clarity of SID interpretation. Given the situation that majority company prefer to focus on UE-side prediction only, following is proposed. 



Proposal #3.1 (New):
For Rel-19 study on CSI prediction, consider UE-sided model only.

	Company
	Views

	
	

	
	

	
	

	
	








In the following, only UE-sided model related issues are handled. If NW sided model is agreed to be supported, corresponding issues are to be updated.   

Data collection 
Summary
Regarding Data collection, in RAN1#114, following observation was agreed. 
	Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.



Data collection related proposals/observations are listed below:

	Company
	Proposals/observations

	Ericsson
	For the CSI prediction use case, conclude that specification impact for CSI-RS resource configuration is identified at least for UE-side model training data collection.

	ZTE
	Further study the data collection for model inference and performance monitoring for AI/ML CSI prediction with UE-side model.

Study potential CSI-RS configuration/triggering enhancement for performance monitoring for AI/ML CSI prediction with UE-side model.

	CMCC
	For data collection of AI/ML based CSI prediction, data collection mechanism of AI/ML based beam management can be reused as much as possible.

	Google
	Support to maintain the same understanding between the NW and UE on when to perform the measurement for UE side data collection for CSI prediction based on the following options:
· Option 1: The measurement for UE side data collection for CSI prediction is configured by the NW
· Option 2: UE request CSI-RS for data collection for CSI prediction
Corresponding CPU(s) are occupied when UE performs CSI measurement for data collection

	CATT
	In UE-side CSI prediction use case, for data collection for model training and performance monitoring, study the signalling and procedures for the following schemes in Rel-19:
· Data collection indicated by NW;
· Requested from UE for data collection.

	NEC
	For data collection for CSI prediction using UE-side model, at least the CSI measurement period in the observation window and the CSI prediction period in the prediction window need to be provided from UE to NW.

	Xiaomi
	At least requested from UE for data collection of model training should be supported.

CSI-RS configuration for Rel-18 Type II Doppler codebook could be considered as a starting point for data collection.

	OPPO
	Regarding the data collection for CSI prediction, cell/site/scenario related “condition information” and “additional condition information” should be considered during the data collection stage.

	Samsung
	For the AI/ML based CSI prediction sub-use case, consider the following aspects for data collection
· CSI measurement and reporting framework.
· Data collection procedure and priority. 

	InterDigital
	Study CSI-RS configuration enhancements based on variable observation and prediction window sizes for data collection for training and monitoring of UE-side CSI prediction models.


	LG Electronics
	For data collection for AI/ML based CSI prediction, CSI-RS configuration/transmission for Rel-18 DD compression CSI can be a baseline.

	Panasonic
	For UE-side data collection for UE-side training, in order to identify the scenario / configuration, how to share the NW-side additional condition should be studied. Instead of informing actual configuration, some kind of configuration ID and /or change timing of NW-side additional condition is necessary.
Data collection for model training and non-real time (slow) monitoring is not required to be real-time and then latency requirement can be relaxed.
Ground-truth CSI reporting could be realized through U-plane at least for data collection for model training and non-real time (slow) monitoring.
Assuming fast monitoring is 100s of ms order, U-plane, RRC or MAC-CE can be sufficient.
For NW-side data collection, at least time stamps / situation of measurement, cell ID and UE location should be considered as the UE-side additional condition.
For NW-side data collection, the necessity and feasibility of UE reporting Rx filter assumption to network should be studied.

	NTPU
	Study the data characteristics of data collection to signaling design and procedure design.

	Huawei
	For the configuration of CSI measurement and report for AI/ML based CSI prediction, the mechanism of Rel-18 MIMO may be reused.
· As minor difference between training and inference, the UE may or may not transmit the predicted CSI to gNB for training data collection.

	Spreadtrum
	The discussion in Rel-19 focuses on the UE-side data collection.

Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details
CSI-RS configuration for non-AI-based CSI prediction in Rel-18 MIMO can be reused for model inference of AI-based CSI prediction

	Fujitsu
	For AI/ML based CSI prediction, RAN1 to further study the signaling and procedure for the UE to send the request on the preferred configuration for CSI prediction operation according to the UE’s situation/condition.




If you have further comment, please comment below.
	Company
	Views

	Qualcomm
	Data collection should also include information about NW-side additional conditions needed to ensure consistency between training and inference.

	Lenovo
	This proposal is related to whether only UE-based CSI prediction or both UE-based and NW-based CSI prediction are supported. 

	
	

	
	

	
	


Inference and related CSI reporting
Summary
Proposals/observations related to inference and corresponding CSI reporting are copied below:

	Company
	Proposals

	CMCC
	For CSI prediction, regarding the spec impact during inference phase, reuse Rel-18 MIMO CSI prediction design as much as possible.

	InterDigital
	Study enhancements to support variable window length for CSI prediction at inference time.

Study CSI reporting enhancements based on variable observation and prediction window sizes for data collection for training and monitoring of UE-side CSI prediction models

	Intel
	CSI prediction with one-sided AI model at the UE side should be based on CSI reporting with the following PMI codebook at least for study phase of the Rel-19 AI/ML work item.

	NEC
	For CSI prediction, study the mechanism of discontinuous periodic CSI measurement and reporting.

For CSI prediction, the CSI reporting periodicity may be updated autonomously upon reaching a significant point of variation (determined by time, location or distance).

	IIT
	Consider Rel-18 Codebook’s CSI-RS resource and CSI reporting configurations as baseline for comparing non-AI/ML based approach with AI/ML based CSI prediction.

	AT&T
	Study CSI prediction for slow moving or stationary UE, where CSI prediction both predicts the CSI values and selects the CSI reporting frequency for the UE.

	LG Electronics
	Study potential specification impacts on UE-sided CSI prediction including at least followings
· How to generate ground truth CSI (e.g., type/format, CSI-RS configuration),
· Enhancement of CSI reporting

	China Telecom
	Support the reporting of the CSIs with “time ID” as assistance information so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs




If you have further comment, please comment below.
	Company
	Views

	CATT
	We prefer to reuse Rel-18 MIMO CSI prediction design as much as possible.

	
	

	
	

	
	




Performance monitoring 
Summary
 In RAN1#114, following agreements on performance monitoring for functionality-based LCM were made.
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 


First of all, for LCM aspects for CSI prediction using UE sided model, in Rel-18, it was discussed whether model-based LCM can also be considered or not. Since there was no consensus in Rel-18, it will be discussed continuously in agenda 9.1.3.3 in order to identify the motivation and benefit for model id based LCM. Therefore, Rel-19 study can focus on functionality-based LCM as a starting point. Regarding this issue, Huawei and LG Electronics propose to focus on functionality based LCM for CSI prediction using UE-sided model. Also, AT&T proposes to study aspects specified as condition for functionality based LCM.

Proposal #3.4-1:
· Study LCM aspects on CSI prediction using UE-side model with functionality-based LCM as a starting point. 
	Company
	Views

	New H3C
	OK

	MediaTek
	OK

	Panasonic
	We are fine with the proposal.

	Huawei, HiSilicon
	Support

	Fujitsu
	Fine with the proposal.

	Qualcomm
	It is not clear why the question of functionality-based or model-ID-based LCM needs to be discussed at this stage. Model ID LCM is useful for CSI prediction. There may be additional conditions that are not known at the UE at inference time and also cannot be indicated explicitly through configuration signalling.

	OPPO
	OK

	NTT DOCOMO
	The cell-/site-specific models may be studied under this session, which may require a model-ID based LCM to enable the efficient model switching. Therefore, we propose not to down select the LCM mode at this moment and include both modes.

	Spreadtrum
	Support 

	Ericsson
	Support

	ZTE
	Agree with the proposal and moderator’s summary.

	AT&T
	The model ID based LCM is required in case of site/scenario specific model so we would like to add a note. 
· Study LCM aspects on CSI prediction using UE-side model with functionality-based LCM as a starting point.
Note: Model ID based LCM may be needed in case of site/scenario specific models or other model ID based operation like model transfer/delivery. 


	Xiaomi
	OK

	CMCC
	Support

	Apple 
	Support

	TCL
	Support

	Lenovo
	Support

	CEWiT
	Support

	CATT
	Support

	LGE
	Support



 For performance monitoring, there are several proposals on the prioritization of performance monitoring types. Based on Tdoc review, the companies’ positions are as follows:

	
	Prioritize
	De-prioritize

	Type 1
	Apple, OPPO, Fujitsu, Xiaomi, NEC, ZTE, Ericsson, Lenovo
	

	Type 2
	CMCC
	Ericsson

	Type 3
	Apple, OPPO, Fujitsu, Xiaomi, NEC, CMCC
	



Meanwhile, Huawei, CATT, Xiaomi, AT&T, IIT and Lenovo think it needs further study on details of each type and/or pros/cons aspects before making down-selection. From the moderator’s view, making down-selection is not urgent, so further study on details of each type including pros/cons aspect and/or potential specification impact is recommended. 

Proposal #3.4-2:
· For performance monitoring for functionality-based LCM, further study on details of each type, e.g., pros/cons aspect, potential specification impact, monitoring metric, assistant information, decision making mechanism, etc. 

	Company
	Views

	New H3C
	OK

	MediaTek
	[bookmark: OLE_LINK36]We suggest not considering or discussing Type 2 since the reporting overhead is too large. In fact, it's highly impractical.

	Panasonic
	We are fine with the proposal.

	vivo
	OK to study all three types.

	Huawei, HiSilicon
	OK

	Fujitsu
	We think that the down-selection among the three types should be done before any spec impact discussion. The pros and cons of each type can be studied first for the down-selection.

	Qualcomm
	Type 2 can be deprioritized since the use case is not clear.

	OPPO
	Prefer to focus on Type 1 and Type 3.

	NTT DOCOMO
	Support moderator’s proposal.

	Ericsson
	Ok, if performance gain vs. complexity over non-AI benchmarks is justified.

	ZTE
	Ok.

	IIT Kanpur
	Support

	ETRI
	We agree.

	AT&T
	ok

	Xiaomi
	OK

	CMCC
	Support

	Apple
	In RAN1 115 summary, the evaluation of performance monitoring is mainly due to type 2, since it requires the feedback of ground truth, and some kind of compression will be required and evaluated. 

We propose to de-prioritize it, instead of studying feedback format/quantization scheme of ground truth CSI for type 2. 

	TCL
	Discussion of Type 2 is proposed to be deprioritized because it seems unnecessary for UE to report predicted CSIs along with the corresponding ground truths in the process of model monitoring. Furthermore, the time alignment between predicted CSI and UE receiving CSI-RS and reporting measured CSI for its corresponding ground truth is hard to implement.

	CEWiT
	Support

	CATT
	support in principle type 1 and type 3 performance monitoring. Type 2 performance monitoring can be deprioritized. Strive to reuse the schemes for other UE-side model use cases (e.g. BM-Case2) as much as possible, focus the study on the aspects that particularly belong to UE-side CSI prediction.

	LGE
	OK

	Mod
	Based on the inputs, I revised the proposal 3.4-2. Please provides further inputs, if any. 



Proposal #3.4-2(Updated):
· For performance monitoring for functionality-based LCM, 
· De-prioritize performance monitoring Type 2 agreed in RAN1#114. 
· Further study on details of type 1 and 3, e.g., pros/cons aspect, potential specification impact, monitoring metric, assistant information, decision making mechanism, etc.

	Company
	Views

	
	

	
	

	
	

	
	





Conditions and additional conditions 
Summary
Proposals/observations related to conditions and additional conditions are copied below:

	Company
	Views

	OPPO
	For the “condition” part, following information should be taken into account: 
1)	CSI type to be predicted, e.g. raw channel H or eigenvector W, 
2)	CSI-RS configurations, e.g. pattern, time/frequency domain configuration,
3)	transmission related configuration, e.g. bandwidth and sub-band info, antenna ports, rank, SCS, frequency band, 
4)	cell/site/scenario related information, e.g. Cell ID.

For the “additional condition” part, following information should be considered: 
1)	Cell/site/scenario related information, e.g. region/scenario indication, indoor/outdoor info, UE speed, UE ID, timestamp of data samples, observed SNR 
2)	CSI prediction related information, e.g. observation window, prediction window, sample number/interval.

	Samsung
	In CSI prediction use case using UE-sided model, consider TRP related aspects for network-side additional condition indication.

	Panasonic
	For UE-side data collection for UE-side training, in order to identify the scenario / configuration, how to share the NW-side additional condition should be studied. Instead of informing actual configuration, some kind of configuration ID and /or change timing of NW-side additional condition is necessary.

For NW-side data collection, at least time stamps / situation of measurement, cell ID and UE location should be considered as the UE-side additional condition.

	AT&T
	In CSI prediction using UE sided model use case, study the necessity, feasibility, potential specification impact for at least the following aspects
· Aspects specified as condition for functionality based LCM

For time domain CSI prediction using UE sided model, consider which aspects should be considered as additional conditions, and how to indicate them to assist the UE with AI/ML model LCM.




If you have further comment, please comment below.
	Company
	Views

	Qualcomm
	We agree with Samsung’s view.

	CATT
	Conditions and Additional conditions should be handled in agenda item 9.1.3.3, only focus the study on conditions and additional conditions if they particularly belong to UE-side CSI prediction.

	Mod
	Agree with CATT that this issue can be handled in agenda item 9.1.3.3 first. 

	
	



Others
Please provide essential issues not handled above, if any. 
	Company
	Views

	Huawei, HiSilicon
	[bookmark: _Hlk159323209]-  We think for the functionality based LCM (activation/fallback) for AI/ML based CSI prediction, the functionality based LCM of UE side model of BM can be reused.

[bookmark: _Hlk159331326]-  For the monitoring of CSI prediction, we think it is necessary to study whether/how to indicate the association between the CSI report of predicted CSI and the CSI report of ground-truth CSI.


	Mod
	To Huawei/HiSi
For the first one, I tend to agree the intention, but there is no related agreement yet. If there is some progress, we can handle it. 
For the second one, if I understand correctly, this may belong to Type 2 monitoring. Right? May be it can be discussed together with proposal 3.4-2.


	
	

	
	


Summary and proposals for offline session

Discussions for Tuesday.

Proposal #2.0:
For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity.
· Note: Rel-18 CSI-RS configuration/reporting can be reused. 
· Note: companies are encouraged to cross check the results 
· cross check is needed based on the Rel-18 AI/ML CSI EVM
· Note: additional EVM and corresponding template to collect the results can be updated.





Proposal #2.1-1 (updated):
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression) and Rel-18 DD compression codebook.


Proposal #2.1-2:
Companies are encouraged to report computational complexity (e.g.,in unit of FLOPs) and their assumption on non-AI based CSI prediction when performance results are provided.

Proposal #3.1 (New):
For Rel-19 study on CSI prediction, consider UE-sided model only.


Summary and proposals for online session
Proposals for Monday.

Proposal #3.1
For Rel-19 study on CSI prediction, consider UE-sided model only.

Proposal #2.0:
· For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· Note: additional EVM and corresponding template to collect the results can be updated.


Proposals for Tuesday.

Proposal #2.0:
For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity.
· Note: Rel-18 CSI-RS configuration/reporting can be reused. 
· Note: companies are encouraged to cross check the results 
· cross check is needed based on the Rel-18 AI/ML CSI EVM
· Note: additional EVM and corresponding template to collect the results can be updated.



Proposal #2.1-1 (updated):
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression) and Rel-18 DD compression codebook.


Proposal #2.1-2:
Companies are encouraged to report computational complexity (e.g.,in unit of FLOPs) and their assumption on non-AI based CSI prediction when performance results are provided.

Proposal #3.1 (New):
For Rel-19 study on CSI prediction, consider UE-sided model only.






Proposals for Wednesday.


Appendix: summary of proposals


Reference
[1] RP-234039, “New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, RAN#102, December 11-15, 2023. 
[2] R1-2400046	Disscussion on AIML for CSI prediction	Spreadtrum Communications, BUPT
[3] R1-2400146	Discussion on CSI prediction for AI/ML	Huawei, HiSilicon
[4] R1-2400165	AI/ML for CSI prediction	Ericsson
[5] R1-2400234	Discussion on CSI prediction	vivo
[6] R1-2400264	Discussion on study for AI/ML CSI prediction	ZTE
[7] R1-2400318	Discussion on AI/ML for CSI prediction	CMCC
[8] R1-2400379	AI/ML for CSI prediction	Intel Corporation
[9] R1-2400394	AI/ML based CSI Prediction	Google
[10] R1-2400420	Study on AI/ML-based CSI prediction	CATT
[11] R1-2400463	Discussion on CSI prediction	NEC
[12] R1-2400545	Discussion on one side AI/ML model based CSI prediction	xiaomi
[13] R1-2400620	Additional study on AI/ML-based CSI prediction	OPPO
[14] R1-2400656	Discussion on AI/ML-based CSI prediction	China Telecom
[15] R1-2400694	Additional study on AI-enabled CSI prediction	NVIDIA
[16] R1-2400722	Discussion for further study on AI/ML-based CSI prediction	Samsung
[17] R1-2400768	Discussion on CSI prediction with AI/ML	Fujitsu
[18] R1-2400795	AI/ML for CSI Prediction	Nokia, Nokia Shanghai Bell
[19] R1-2400832	On AI/ML for CSI prediction	Lenovo
[20] R1-2400842	Discussion on AI/ML for CSI prediction	SK Telecom
[21] R1-2400846	Discussions on CSI prediction	Sony
[22] R1-2400896	Varying CSI feedback granularity based on channel conditions	Rakuten Mobile, Inc
[23] R1-2400908	Discussion on AI/ML-based CSI prediction	InterDigital, Inc.
[24] R1-2400915	Study on CSI prediction	LG Electronics
[25] R1-2401004	Discussion on AI based CSI prediction	Apple
[26] R1-2401036	Discussion on AI/ML for CSI prediction	Panasonic
[27] R1-2401057	Discussion on CSI Prediction under AI/ML for NR Air-Interface	NTPU
[28] R1-2401109	Discussion on the AI/ML for CSI prediction	NTT DOCOMO, INC.
[29] R1-2401151	Discussion on study of AI/ML for CSI prediction	IIT Kanpur, Indian Institute of Tech (M)
[30] R1-2401173	Discussions on CSI prediction	Sharp
[31] R1-2401269	Discussion on  AI/ML for CSI Prediction	CEWiT
[32] R1-2401303	CSI Prediction	MediaTek Inc.
[33] R1-2401367	Discussion on AI/ML for CSI prediction	AT&T
[34] R1-2401433	Additional study on CSI prediction	Qualcomm Incorporated
[35] R1-2401477	Discussion on CSI Prediction under AI/ML for NR Air-Interface	NTPU
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