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In 3GPP Release 18, we study the time domain CSI prediction using UE-side model. The primary objective was to enhance the performance of CSI feedback and to address the issue of CSI aging, which is particularly critical for the efficient operation of wireless communication networks in high mobility and dynamic channel conditions.
Key aspects of the Release 18 discussions on AI/ML-based CSI prediction included:
· Reported performance: Several companies have evaluated AI/ML-based CSI prediction compared to traditional sample-and-hold (SAH) methods. The simulation results shown that the AI/ML-based CSI prediction can outperform SAH. However, only a few companies, including MediaTek, have presented the performance results comparing AI-based methods with non-AI based approaches such as auto-regression (AR) or Kalman filter methods (Figure 1‑1: displays the mean UPT results compared to benchmark #2, a.k.a. BM#2, representing the non-AI based predictions from different companies). The simulation results for non-AI based methods are insufficient. In addition, current findings suggest that AI/ML-based CSI prediction does not exhibit significant improvements compared to non-AI based methods. This indicates a need for further investigation and analysis to comprehend the circumstances in which AI/ML-based prediction provides benefits. Therefore, it is essential to conduct additional research on AI/ML-based CSI prediction with a checkpoint scheduled for RAN#105 (Sep 2024).
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[bookmark: _Ref158898123]Figure 1‑1: Comparing the results reported by different companies

· Poor generalization: In Rel-18, there has been a thorough analysis of generalization. The findings indicate that generalization performance tends to degrade due to factors associated with the coherence time of the channel, such as UE speed and carrier frequencies. To address these challenges, possible solutions include utilizing mixed datasets covering a wide range of scenarios, switching models based on the detected scenario, or using cell/site-specific models tailored to the particular characteristics of the environment. Different solutions will impact the process of designing LCM, including model monitoring and model switching. This is a topic that will continue to be discussed.
· Complexity: Based on the complexity metrics provided by various companies, the input for AI/ML-based CSI prediction is the raw channel data, which is used to directly predict future channel. The inputs and outputs for a neural network in this context are relatively large, necessitating a correspondingly large model. A major concern when deploying AI/ML-based CSI prediction models is the size of the model, as it directly affects computational complexity and resource utilization. Table 1‑1 illustrates the complexity differences between AI/ML-based and non-AI-based CSI prediction methods. AI/ML-based models, whether utilizing MIMO or SISO architectures, exhibit higher complexity than the non-AI-based baseline. However, the performance gains are not substantial when considering the significant increase in complexity. To mitigate the complexity of AI/ML models, we should further explore the techniques such as model pruning, quantization, or knowledge distillation.
[bookmark: _Ref158898504]Table 1‑1: Complexity of AI/ML-based and non-AI based models
	Complexity analysis

	
	AI/ML-based model
	Non-AI based model

	
	MIMO-CNN
	SISO-DNN
	AR
	Sample-and-hold

	Params (K)
	751
	17.3
	
	

	FLOPs (M)
	1920
	0.0348
	0.34
	0

	Total FLOPs (M)
	
	21.8
	
	



· Specification Impact: AI/ML-based CSI prediction has several potential specifications impacts that require additional discussion.
· Data Collection: The need for standardized signaling and procedures for data collection is critical. This includes NW-initiated data collection or UE requests for data collection. In addition, discussing the configuration of CSI-RS and determining if it's necessary to modify the current specification settings is also an important issue. If necessary, assistance information for categorizing the data needs to take into account the possibility of disclosing proprietary information to the other party.
· Performance Monitoring: The proposals for performance monitoring of UE-side CSI prediction models underscore the necessity for a robust functionality-based LCM. This involves defining performance metrics, configuring thresholds for UE-side monitoring, and establishing procedures for network decision-making regarding fallback operations to legacy CSI reporting. The exploration of these monitoring types is crucial for ensuring the reliability and adaptability of AI/ML-based CSI prediction in operational networks.
Release 19 Way Forward
As we move from Rel-18 to Rel-19, we not only require more comprehensive evaluation results but also need robust methods to address the identified issues. This will ensure the full potential of AI/ML is harnessed for CSI prediction. 
In Release 19, it is recommended that the following areas be identified as directions for future work:
· Performance benchmarking: Further conduct a comprehensive evaluation of non-AI-based methods. Otherwise, the SAH method will overestimate the benefit of AI/ML-based approaches. Moreover, observing the intermediate KPIs may not be accurate; the final KPIs, such as throughput and spectral efficiency, are more important. This also means that the method of CSI feedback needs to be discussed, whether it should be using the Rel-16 Type II codebook, the Rel-18 codebook, or even AI/ML-based CSI compression.
· Complexity reduction: The feasibility of deploying AI/ML models within the constraints of UE hardware is a pressing concern. Techniques such as model quantization, pruning and knowledge distillation must be explored to reduce the model size and computational requirements. The goal is to achieve a balance between model efficiency and prediction accuracy, ensuring that the models are practical for use in UEs.
· Generalization challenge: The generalization performance of AI/ML models across different channel conditions, UE speeds, and carrier frequencies remains a significant challenge. To address this, Rel-19 will continue to explore the solutions such as:
· Utilizing mixed datasets that cover a wide range of scenarios
· Switching models based on the detected scenario
· Using cell/site-specific models that are tailored to the particular scenarios of the environment
These solutions will have implications for the design of LCM processes, including model monitoring and model switching. The discussions from Rel-18 will be carried forward, with a focus on refining these strategies to ensure robust and adaptable AI/ML-based CSI prediction. Additionally, we should aim to minimize specification impacts and strive to leverage the existing Rel-18 MIMO framework.
1. Align the non-AI based CSI prediction approach as the baseline benchmark.
1. Further study complexity reduction techniques to evaluate their potential in reducing the storage and computational complexities of AI/ML models for CSI prediction.
1. Follow the agreements reached in Rel-18 MIMO as much as possible to avoid discussing the specification impact of CSI prediction repeatedly.
Some statistical methods, such as AR or Kalman filter, has comparable or even better performance than AI/ML models under many configurations and scenarios. On the other hand, these methods have similar spec impact as that caused by AI/ML models such as spec impact on data collection, inference, and monitoring. To treat the shortcomings of AI/ML models, the statistical methods also can be accommodated in the framework we design to enable AI/ML-based CSI prediction. In other word, it is up to companies whether use data collection, monitoring, and inference for enabling AI/ML models or other statistical models. Also, this is an efficient solution to adopt CSI compression as WI.
1. Accommodate statistical methods such as auto regression and Kalman filter in the framework designed for enabling AI/ML models in data collection, training, inference, and monitoring stages.
Conclusion
In summary, based on the above discussion, we have the following proposals:
1. Align the non-AI based CSI prediction approach as the baseline benchmark.
1. Further study complexity reduction techniques to evaluate their potential in reducing the storage and computational complexities of AI/ML models for CSI prediction.
1. Follow the agreements reached in Rel-18 MIMO as much as possible to avoid discussing the specification impact of CSI prediction repeatedly.
1. 	Accommodate statistical methods such as auto regression and Kalman filter in the framework designed for enabling AI/ML models in data collection, training, inference, and monitoring stages
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