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Introduction
In RAN#102 plenary Edinburgh meeting, the status for the study item AI/ML for air interface was discussed and the corresponding WID and SI objectives were finalized for all use-cases. For the use-case AI/ML for CSI feedback enhancement, the following were discussed. 
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
[bookmark: _Hlk510705081]Discussion
The use-case AI/ML for CSI feedback enhancement was further classified into two sub-use cases, 
· Spatial-frequency CSI Compression
· Time domain CSI prediction 





2.1 CSI Compression
The general architecture of AI/ML based CSI compression consists of an AI/ML based encoder and AI/ML decoder at UE side and NW side respectively. In the study item, precoding vectors were taken to be input to the model.  
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				             		Fig 1: Illustration of AI/ML based SF-CSI compression 
The study item was done on the evaluation aspects and the potential specification impacts of AI/ML based CSI feedback. The simulations were done for various payload sizes, antenna structures, deployment scenarios and the throughput were analyzed. However in terms of performance, gains were not observed in huge range compared to existing methods and complexity wise.
Therefore the extended study objectives for the AI/ML based CSI feedback were defined as follows:
1. Further improve trade-offs between performance and model complexity / overhead
I-A) AI/ML based Spatial-Temporal-Frequency based CSI compression
Consider extending the compression dimnension along temporal domain, i.e. spatial-temporal-frequency (STF)domain based CSI compression.  The AI/ML based STF CSI compression can learn the temporal correlation of the channels along with the existing spatial-frequency domain. This can be done according to the instances of CSI for channel measurements.  It can be attributed to the fact that CSI resources are correlated. The CSI instances are processed together to obtain a latent feature vector which incorporates the correlation among all the dimensions.

For this use-case, we assume that the AI/ML based CSI feedback only involves information of past slots and i.e. there is no prediction involved. The CSI feedback for N slots can be reported back in a single report or in multiple subsequent CSI reports according to requirement. 
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							Fig 2 : Illustration of AI/ML based STF domain  CSI compression
Fig 2, depicts an illustration of a AI/ML based spatial-temporal-frequency based CSI compression. The CSI instances after pre-processing are taken togerther to be the input of the model. This instance can be applicable for scenario where the user velocity is presumed to be very low and channel remains fairly constant for a larger window.The number of CSI resources to be considered and the impact of doppler can be considered for evaluating the performance of STF based CSI compression.
Proposal : Consider temporal domain along with spatial-frequency domain for CSI compression. Evaluate the results for realistic channel asumptions and infer the possible gains over other methods. 
Proposal : Consider the effect of UE speed while considering the batches of CSI input to the model for AI/ML based SFT-CSI compression.
I-B) AI/ML based CSI Compression plus Prediction 
	In high mobility scenarios, due to delay in feeding back the channel parameters CSI reported back becomes outdated and therfore resulting in poor performance. In this case, a possible solution of combing AI/ML based CSI compression and CSI prediction can be considered. The idea is there exists a compression module followed by a prediction module or the other way around depending on what kind of output needs to be available at the NW side. The CSI prediction and CSI compression models can be mathematically expressed as , 
								
represents the predicted CSI by the AI/ML model for the historic CSI measurements. The model is and trained for the input data and performs prediction for a future time instant. 
								
The CSI compression module compresses the predicted CSI value and reconstructs it at the NW side to output . The joint CSI compression and prediction module can trained by using the loss function between the output of the UE side CSI prediction model and the NW side CSI reconstruction model.
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 			Fig 3:Illustration of AI/ML based Joint CSI compression and prediction using UE side prediction 
         								
The objective of AI/ML model training is to find a set of model parameters that minimize the loss across the whole dataset as . 
In this case of joint prediction and compression there are two-possible scenarios:
Case A) UE side : AI/ML CSI Prediction + AI/ML CSI encoder ; NW side : AI/ML CSI decoder 
					UE performs CSI prediction using AI/ML based CSI prediction model and gives the prediction output as input  to the AI/ML based encoder model. The output of the AI/ML encoder model is fedback to the NW using uplink resources and is reconstructed using AI/ML decoder model.
Case B) UE side : AI/ML CSI encoder ;	 NW side : AI/ML CSI decoder + AI/ML CSI Prediction
				UE performs AI/ML based CSI compression for the inputs and feedbacks the output of the AI/ML encoder model to the NW side for the NW side decoder model. The NW side decoder model reconstructs and gives the output to the AI/ML CSI prediction model. 


II) Inter-vendor training collaborations
In case of two-sided models, UE vendors and NW vendors have their own proprietry models. When the models are trained for different training types and across different vendors information may be needed to be shared. The faeability to exchange required information needs to be considered while developing two-sided AI/ML models. 
In training of two-sided models for AI/ML based CSI compression three types of training methods are defined: 
1. Type-I training
2.  Type-II Joint training
3. Type-III Separate training
 Type-I training 
	In type-I training, both the NW-side model and the UE-side model are trained at a single entity and the corresponding model is transferred to the other side.
Type-III training
	In type-III training, each of the training entities train their respective models separately with the help of datset exchange. 
Depending upon the training type of the two-sided model, the level of information sharing in training collaborations differ. 
Proposal : Study the remaining aspect of inter-vendor training with respect to different training collaborations. It shall narrow down identifying the appropriate information for avoiding any discrepancy.
Proposal : Consider using model ID based identification for ensuring proper training between UE sided model and NW sided model
Proposal:  Model pairing procedure to be performed before inference operation, with the assistance of UE capability report information to ensure NW sided model can avoid any model mismatch.
Sharing meta information with respect to the model like the quantisation information, codebook information can be useful in assisting the other side for building an effective model. 
Proposal : In case of improving inter-vendor collaboration, store the additional information of an NW-sided model like vector-quantisation codebook name or its properties(size,feature length). 
Proposal:  In case of Type-III UE first training,  train the CSI reconstruction model with the knowledge of UE specific codebook. 
	
Conclusion
The following proposals are made for this contribution : 
Proposal : Consider temporal domain along with spatial-frequency domain for CSI compression. Evaluate the results for realistic channel asumptions and infer the possible gains over other methods. 
Proposal : Consider the effect of UE speed while considering the batches of CSI input to the model for AI/ML based SFT-CSI compression.
Proposal : Study the remaining aspect of inter-vendor training with respect to different training collaborations. It shall narrow down identifying the appropriate information for avoiding any discrepancy.
Proposal : Consider using model ID based identification for ensuring proper training between UE sided model and NW sided model
Proposal:  Model pairing procedure to be performed before inference operation, with the assistance of UE capability report information to ensure NW sided model can avoid any model mismatch.
Proposal : In case of improving inter-vendor collaboration, store the additional information of an NW-sided model like vector-quantisation codebook name or its properties(size,feature length). 
Proposal:  In case of Type-III UE first training, train the CSI reconstruction model with the knowledge of UE specific codebook. 
Proposal : For data collection study the impact of semi-persistent and aperiodic based CSI  prediction.
Proposal :  Study the effect of pre-processing techniques like 2-dimensional Fourier transform to exploit sparsity in the evaluation of CSI prediction. 
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