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Introduction
The study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has progressed during Release-18. Spatial-frequency domain CSI compression using two-sided AI model has been agreed for one of the representative sub-use cases for CSI feedback enhancement[1].
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 



Throughout the study, broad aspects of the spatial-frequency domain CSI compression were addressed, including the performance benefits and potential specification impacts. However, the study could not reach a recommendation of the normative work in the Release-19. The conclusion of TR 38.843 regarding the CSI compression sub-use case follows[2].
	CSI compression sub use case: 
The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 
Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects were studied but not fully investigated, including the options of CQI/RI calculation, the options of rank>1 solution.
Performance gain over baseline and computational complexity in FLOPs are summarized in clause 6.2.2.8. 
Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach were investigated but not all aspects were identified. 
The pros and cons are analysed for each training collaboration types, and each training collaboration type has its own benefits and limitations in different aspects. The study has investigated the feasibility of the studied training collaboration types and necessity of corresponding potential RAN1 specification impact. However, not all aspects have been concluded.
Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded.
From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.
At least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work:
-	Trade-off between performance and complexity/overhead.
-	Issues related to inter-vendor training collaboration.
Other aspects that require further study/conclusion are captured in the summary above.



In Release-19, further study for CSI compression is planned in RAN #102 with the following objectives[3].
	· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 



In this contribution, we present our views on AI/ML for CSI compression sub-use case for the further study of AI/ML for NR Air Interface in Release-19.

Discussion
Improving trade-off between performance and complexity/overhead 
During the study of AI/ML for NR Air Interface in Release-18, the spatial-frequency domain CSI compression employing a two-sided AI model has been chosen for enhancement of CSI feedback in RAN1. This particular sub-use case is unique among all other sub-use cases studied, as it exclusively relies on the two-sided AI model structure.

The two-sided AI model structure facilitates CSI compression through the collaborative inference of the CSI compression AI model on the UE and the CSI reconstruction AI model on the NW. In the Release-18 study, the evaluation of AI/ML CSI compression included an assessment of performance and complexity, specifically focusing on parameters and computational aspects, which were summarized in the TR [2].

Based on the findings captured in the TR, there are performance improvements in AI/ML-based CSI compression compared to the baseline CSI feedback (i.e., R16 enhanced TypeII codebook). For instance, utilizing an AI model with several tens of MFLOPs in both UE and NW resulted in a performance gain of approximately -0.5% to 10% in UPT for 40% to 69% RU. Despite this observed improvement, the overall advantage of the sub-use case was somewhat diminished due to additional challenges associated with two-sided inferences. These challenges encompassed aspects such as life cycle management, alignments, and the pairing intricacies of the two-sided AI model.

From our perspective, exploring a more refined tradeoff between performance and complexity in CSI compression could be more persuasive toward normative works. Enhancing tradeoffs can be accomplished by either: (1) augmenting the efficacy of AI/ML-based CSI compression or (2) diminishing the complexity of AI/ML models.

To enhance the performance of AI/ML-based CSI compression, the WG can consider the following directions for further study:
· Spatial-frequency-time (SFT) domain CSI compression
· Cell/site/scenario specific model for CSI compression.

To reduce the complexity/overhead of AI/ML model for CSI compression, the following direction can be further investigated for further study:
· Cell/site/scenario specific model for CSI compression.

The SFT domain CSI compression sub-use case is distinguished from the SF (Spatial-frequency) domain CSI compression sub-case based on the utilization of past input CSI(s), CSI feedback message(s), and output CSI(s) in the CSI generation/reconstruction AI models. This utilization has the potential to enhance the accuracy of reconstructing the output CSI in scenarios where periodic and semi-persistent CSI reports are configured compared to AI models that only rely on the current input CSI and CSI message in the SF domain CSI compression.

Developing cell/site/scenario-specific models is expected to appropriately limit the diversity of the dataset by constraining the training data to the specific cell/site/scenarios. Limiting the diversity of the training data will contribute to reducing the complexity of the AI model while still attaining satisfactory performance enhancement to the baseline CSI feedback method. To develop AI models that are tailored to specific cell/site/scenario(s), it is essential to discuss the scope and method of data collection and methods to evaluate the performance of the AI model(s) for the specific cell/site/scenarios.

Proposal 1: Consider the Spatial-frequency-time (SFT) domain CSI compression sub-use case for further study.

Proposal 2: Consider the Cell/site/scenario specific model for both the Spatial-frequency (SF) domain and the Spatial-frequency-time (SFT) domain CSI compression sub-use cases for further study, and study the performance of the Cell/site/scenario specific model compared to the global models.

Alleviation of training collaboration efforts
The development and inference processes involved in utilizing a two-sided AI model for CSI compression necessitate several additional steps compared to a one-sided AI model (either on UE-side or NW-side) used in other sub-use cases. This is primarily due to the requirement for compatibility between the CSI generation AI model at the UE and the CSI reconstruction AI model at the NW. Achieving this compatibility involves training the pair of AI models jointly in a centralized manner at one of the entities. However, this approach may not be preferred, as the AI model structure and/or trained parameters are regarded as proprietary assets of vendors.
양식의 맨 위
Alternative training methods for the two-sided AI models, aside from centralized joint training, were explored in the Release-18 study to address intellectual property concerns across vendors. Type 2 training, known as distributed joint training, relies on forward propagation (FP) and back propagation (BP) across training entities to update model parameters on each side during the training session. On the other hand, Type 3 training, characterized as sequential training, involves one training entity (either UE-side or NW-side) initially conducting training and generating datasets for the training of the other entity, and then delivering them to the other training entity for the subsequent training on the other entity. The study in Release-18 involved an analysis of the advantages and disadvantages of these various training collaborations[2].
	(In Section 5.1 of TR 38.843)
Table 5.1-2: Pros and Cons of training collaboration Type 2 and Type 3
	Characteristics \ Training Types
	Type 2
	Type 3

	
	Simultaneous
	Sequential  
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (Note 1)
	Yes (Note 1)
	Yes (Note 1)
	Yes (Note 1)

	Whether requires privacy-sensitive dataset sharing
	No (Note 2)
	No (Note 2)
	No (Note 2)
	No (Note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus
	No consensus
	[Semi] flexible except for UE defined scenarios. (Note 3) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (Note 3). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (Note 4)
	Not flexible
	No consensus
	Semi-flexible
	Semi-flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	No consensus
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors (Note 5)
	Yes. Performance refers to observations in "1 NW part model to M>1 UE part models" and "1 UE part model to N>1 NW part models" of clause 6.2.2.4.
	Yes. Performance refers to observations in "1 NW part model to M>1 UE part models" of clause 6.2.2.4.
	Yes. Performance refers to observations in "NW first training, 1 NW part model to 1 UE part model, same backbone" and "NW first training, 1 NW part model to 1 UE part model, different backbones" of clause 6.2.2.5.
	Yes. Performance refers to observations in "UE first training, M>1 UE part models to 1 NW part model" of clause 6.2.2.5.

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (Note 6)
	Yes. Performance refers to observations in "1 NW part model to M>1 UE part models" and "1 UE part model to N>1 NW part models" of clause 6.2.2.4.
	Yes. Performance refers to observations in "1 NW part model to M>1 UE part models" of clause 6.2.2.4.
	Yes. Performance refers to observations in "NW first training, 1 UE part model to N>1 NW part models" of clause 6.2.2.5.
	Yes. Performance refers to observations in "UE first training, 1 NW part model to 1 UE part model, same backbone". And "UE first training, 1 NW part model to 1 UE part model, different backbones" of clause 6.2.2.5.

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support
	Support
	No consensus

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not support
	No consensus
	Support

	Whether training data distribution can match the inference device
	No consensus
	Yes for UE-part model, 
limited for NW-part model
	Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance
	Performance refers to clause 6.2.2
	Performance refers to clause 6.2.2
	Performance refers to clause 6.2.2
	Performance refers to clause 6.2.2

	Note 1:	Assume information on model structure disclosed in training collaboration does not reveal proprietary information.
Note 2:	Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
Note 3:	For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including "semi".
Note 4:	Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.
Note 5:	Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.
Note 6:	For model inference, UE does not need to use multiple models from different NW vendors per cell. 






In the context of the discussed training collaboration types, the development of two-sided AI models between diverse vendors necessitates substantial collaborative efforts in offline co-engineering. This includes tasks such as training, dataset delivery, and interoperability tests. As more NW and UE vendors become involved, the complexity of these efforts increases significantly. It is beneficial to investigate directions to substantially reduce training collaboration efforts across vendors in the further study in Release-19. 

Observation 1: The development of two-sided AI/ML models for CSI compression based on the discussed training collaboration types (i.e., Type 2 and 3) requires large co-engineering efforts. It would beneficial to investigate directions to substantially reduce training collaboration efforts across venders for further study.

One example of reducing training collaboration efforts is to use common and inter-operable latent space across training entities such as using linear transformation or legacy codebook structure (i.e., spatial domain beams). In that case, information on the latent space is necessarily shared among vendors to develop their respective AI models. For example, the UE-side entity informs the supported mapping method and its related parameters to the NW-side entity, or vice versa. In this case, the amount of information for training collaboration is substantially reduced compared to the Type 2 or Type 3 training.

Observation 2: The CSI compression method using common and inter-operable latent space (i.e., CSI feedback payload) across training entities is one example of alleviating the training collaboration efforts.

In our companion's contribution[4] for RAN1 #112, we have outlined a method utilizing linear transformation as in Figure 1. This approach maps the input CSI into a latent space using the linear transformation to generate the CSI feedback payload at the UE. The CSI feedback payload can be interpreted at the gNB using the same linear transformation matrix, followed by subsequent restoration through a post DL-based restoration process. The linear transformation matrix can be optimized using the dataset, i.e., dataset-specific latent spaces are defined with this approach. One example for obtaining the linear transformation matrix is PCA (Principal Component Analysis) as in [4]. The linear transformation matrix can be obtained independently from the shared dataset on each side or shared from either the UE or NE side to the other side after acquiring the matrix.

양식의 맨 아래

[image: ]
Figure 1 PCA and AI/ML-based CSI compression

It is important to note that one of the potential drawbacks of employing linear transformation as the latent space lies in the degradation of compression performance for intricate datasets when compared to the non-linear transformation carried out by the Encoder part of Autoencoder. However, in the cell/site/scenario specific AI models, the complexity of the dataset is anticipated to be significantly reduced. Therefore, we expect this approach has the potential to demonstrate improved performance compared to the baseline feedback method, while significantly reducing efforts for training collaborations.


Conclusion
In this contribution, ETRI’s views on AI/ML for CSI compression sub-use case were shown and the following observations and proposals were made:

Observation 1: The development of two-sided AI/ML models for CSI compression based on the discussed training collaboration types (i.e., Type 2 and 3) requires large co-engineering efforts. It would beneficial to investigate directions to substantially reduce training collaboration efforts across venders for further study.

Observation 2: The CSI compression method using common and inter-operable latent space (i.e., CSI feedback payload) across training entities is one example of alleviating the training collaboration efforts.

Proposal 1: Consider the Spatial-frequency-time (SFT) domain CSI compression sub-use case for further study.

Proposal 2: Consider the Cell/site/scenario specific model for both the Spatial-frequency (SF) domain and the Spatial-frequency-time (SFT) domain CSI compression sub-use cases for further study, and study the performance of the Cell/site/scenario specific model compared to the global models.
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