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Introduction
In RAN#102 meeting, a new Rel-19 work item on AI/ML for NR air interface [1] has the following objectives to provide specification support for positioning accuracy enhancements. 
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


In this contribution, we discuss specification support for positioning accuracy enhancements.
[bookmark: OLE_LINK1]Discussions
Model Inference
In terms of selecting which one of the CIR/PDP/DP as model inference input, there is the tradeoff between positioning accuracy requirement and reporting overhead. CIR contains timing, power and phase information of the channel response, PDP contains timing and power information of the channel response, and the DP contains only timing information of the channel response. That is, CIR will have the largest measurement size for model inference input, PDP has smaller measurement size for model inference input than CIR, and the DP has the smallest measurement size for model inference input.
As summarized in the TR 38.843, more sources observed that, in the context of applying same model input dimension, selecting CIR as model inference input could provide best positioning accuracy, with a cost of signaling overhead. While  several sources observed that PDP could provide comparable accuracy performance as CIR but with reduced signaling overhead. We think it is not necessary to preclude CIR as model inference input for the case 2b or to only limit CIR as model inference input for case 3b. Both the CIR and PDP could be considered as the model inference input to adapt to different deployments with different accuracy or measurement report requirements.  
Proposal 1: Support CIR/PDP as AI/ML model input for positioning.
For direct AI/ML positioning with UE-side model (case 1), there may be no specification impact caused by the new measurement types, given new measurement CIR/PDP are applied within the UE and there is no need to report new measurement CIR/PDP. While for direct AI/ML positioning with LMF-side model (case 2b and case 3b), the new measurement types of CIR/PDP would have the specification impact on the measurement reports from UE to LMF and from gNB to LMF. To accommodate the new measurement types, new IEs can be added to LPP or NRPPa messages. These new IEs would enable LMF to request corresponding positioning measurements from UE/gNB. The UE or gNB can report back corresponding measurement results in response to the request from LMF.
Moreover, the measurement size for model inference input also has the potential specification impact on the signaling overhead. It was observed that reducing consecutive Time domain samples to a certain radio will not appreciably degrade the positioning accuracy. Also applying time domain samples with strongest power to a certain radio will also not appreciably degrade the positioning accuracy. To alleviate the measurement reporting overhead, the specifics of how to truncate CIR/PDP in the time domain, such as determining the optimal truncation length and position, requires further discussion. 
Proposal 2: For direct AI/ML positioning with LMF-side mode (case 2b and 3b), 
· introduce new IEs in LPP or NRPPa signaling to request new types of UE measurement reports (CIR/PDP).
· introduce new IEs in LPP or NRPPa signaling to report the new types of UE measurement (CIR/PDP).
· Consider the report format of truncated CIR/PDP including truncated length and position.
For AI/ML assisted positioning with UE-assisted case 2a or NG-RAN node assisted case 3a, the UE or the gNB employ the model to analyse the collected data and derive the intermediate features. A new measurement type ToA, which measures the propagation time of a signal from transmitter to receiver, can improve the positioning accuracy due to its direct relationship with distance. Therefore, in addition to the existing measurement such as RSTD, the new measurement type ToA can be also considered as the intermediate features inferred by the UE-side model or by the gNB-side model. Upon deriving the intermediate features, they are reported to the LMF by LPP signalling or NRPPa signalling. New IEs in LPP signalling or NRPPa signalling can be introduced to report the new measurement ToA. 
Proposal 3: For AI/ML assisted positioning (case 2a and 3a), introduce new IEs in LPP or NRPPa signaling to report the new measurement such as ToA.
Model training
Regarding data collection for model training, maintaining consistency between model training and model inference is crucial for the effectiveness of the model application. Therefore, CIR/PDP could be supported as the types of data collected for model training.  
Proposal 4: Regarding the data collection for model training for positioning, support CIR/PDP as AI/ML model input.
For the UE side AI/ML model training for case 1 and case 2a, which involve UE-based and UE-assisted positioning, respectively, the process of model training is largely determined by the implementation on the UE side. In supervised learning scenarios, models training relies on the dataset that includes the input and it corresponding ground truth labels. The ground truth labels, serving as the reference point or the benchmark, can be used by the model to learn or evaluate the correct output from input data. 
For UE side model (case 1 and case 2a), PRU or gNB can play a key role in generating accurate ground truth label. These labels are essential for training the models to accurate predict the UE’s position or assist in positioning. Therefore, there is a clear need for specification to introduce a mechanism to allow the UE to request the ground truth labels.
Proposal 5: For UE-side AI/ML model, specifications support that UE sends a request for obtaining ground truth labels.
For direct AI/ML positioning, the ground truth label is typically the precise coordinates of a given PRU. The accuracy of the ground truth is generally high, as it is based on known coordinates of the PRU. On the other hand, for UE-assisted positioning with UE-side model, the gourd truth label might be an estimated intermediate feature, such as the estimated ToA. Unlike the precise coordinates used in the direct AI/ML positioning, these estimated features can vary in accuracy depending on factors like channel condition, signal interference, and so on. Therefore, given the variability in estimation accuracy, the ground truth label and its corresponding quality indicator should be provided together to UE. Then the quality indicator would help UE assess whether the provided ground truth label meets the necessary required quality for effective model training. 
Proposal 6: For UE-assisted positioning with UE-side model, specifications support that quality indicator is provided to UE along with its associated ground truth label. 
Conclusion
In this contribution, we have discussed our views on specification support for positioning accuracy enhancement and have the following proposals.
Proposal 1: Support CIR/PDP as AI/ML model input for positioning.
Proposal 2: For direct AI/ML positioning with LMF-side mode (case 2b and 3b), 
· introduce new IEs in LPP or NRPPa signaling to request new types of UE measurement reports (CIR/PDP).
· introduce new IEs in LPP or NRPPa signaling to report the new types of UE measurement (CIR/PDP).
· Consider the report format of truncated CIR/PDP including truncated length and position.
Proposal 3: For AI/ML assisted positioning (case 2a and 3a), introduce new IEs in LPP or NRPPa signaling to report the new measurement such as ToA.
Proposal 4: Regarding the data collection for model training for positioning, support CIR/PDP as AI/ML model input.
Proposal 5: For UE-side AI/ML model, specifications support that UE sends a request for obtaining ground truth labels.
Proposal 6: For UE-assisted positioning with UE-side model, specifications support that quality indicator is provided to UE along with its associated ground truth label.
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