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Introduction
A work item on “Artificial Intelligence (AI) and Machine Learning (ML) for NR air interface” has been approved for Rel.19 [1]. One of objectives is to further study the following framework aspects.
· Necessity and details of model identification concept and procedure in the context of LCM [RAN2/RAN1]
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 Section 7.2.1.3.2) study along with the implications and limitations of each of the methods
· Model transfer/delivery [RAN2/RAN1]
· Determine whether there is a need to consider standardized solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study.
This document provides our view on the above objectives.
Discussion
RAN1 discussion points on model identification and procedure
RAN1 discussion points on the necessity of model identification and procedure would be whether model identification is required for beam management / positioning accuracy enhancements. If required, what model identification is used and how model consistency is realized. In our view, the above discussion can be discussed in agenda 9.1.1 and 9.1.2. For both agenda 9.1.1 and 9.1.2, the discussion can be started from functionality identification. Scenario / configuration specific models for beam management and positioning accuracy enhancement can be discussed jointly with functionality-based LCM.
Model-ID-based LCM related discussion can be started, but the generic discussion in other aspect agenda would be ambiguous. The other discussion would be scenario / configuration specific models for beam management and positioning accuracy enhancement or CSI feedback enhancement (of 2-sided model).
Observation 1: The necessity and details of model identification and procedure would be whether model identification is required for beam management / positioning accuracy enhancements. If required, what model identification is used and how model consistency is realized. These can be discussed respectively in agenda 9.1.1 and 9.1.2.
Observation 2: Handling of scenario / configuration specific models can be one of potential discussion aspects for model-ID-based LCM related discussion.


The following is the continuation of RAN1 general framework discussion so far.

The definition of “model identification”
Following was agreed in the past RAN1 meeting on the model identification.
	For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.


At first, it needs to clarify what is model identification itself. Our view is the meaning are different depending on logical and physical model identification.
In logical model identification, the model identification is to have the same understanding between UE and NW on what dataset is used for training and/or the validation and/or test. So, the model is identified from the input and output relation. It does not require the knowledge of inside the model.
In physical model identification, the model identification is to have the same understanding between UE and NW on what parameters / structure inside the model is used. It does not require the knowledge of what dataset is used for the training and/or the validation and/or test. It also does not require the knowledge of the applicable condition and/or usage purposes.
These relations are illustrated in the following figure and table.


Figure 1: Logical and physical model identification

Table 1: What is required for the same understanding between UE and NW
	
	Logical model identification
	Physical model identification

	Used data set for training and/or the validation and/or test
	Same understanding between UE and NW
	Not required

	What parameters / structure inside the model
	Not required
	Same understanding between UE and NW

	The applicable condition and/or usage purposes
	Same understanding between UE and NW
	Not required



Proposal 1: The logical model identification is to have the same understanding between UE and NW on what dataset is used for the training and/or the validation and/or test. It does not require the knowledge of the model structure and parameters.
Proposal 2: The physical model identification is to have the same understanding between UE and NW on what parameters / structure inside the model is used. It does not require the knowledge on what dataset is used for the training and/or the validation and/or test.


Logical model ID and the dataset used for the training and/or the validation and/or test
The dataset is used for the training and/or the validation and/or test can be proprietary between UE side and NW side. Or it can be standardized like RAN4 and/or RAN5.
In case the dataset used for the training and/or the validation and/or test is proprietary, model ID can be privately assigned among UE and NW side within private address index.
In case the dataset used for the training and/or the validation and/or test is standardized, the model ID can be 3GPP assigned global ID.
These relations are illustrated in the following figure.


Figure 2: Private logical model ID and global logical model ID
Proposal 3: Private logical model ID is used if the dataset used for the training and/or the validation and/or test is proprietary. 3GPP assigned logical model ID is used if the dataset used for the training and/or the validation and/or test is standardized.


Type A of offline model identification
In Type A of offline model identification, both physical and logical model identification are possible. On the other hand, the main usage would be logical model identification as what dataset is used for the training and/or the validation and/or test are required to know usage scenario and/or applicable condition of the model. If the usage scenario and/or applicable condition of the model is unknown to the network, what condition the model should be activated / enabled is unknown to the network.
Proposal 4: In order to have the same understanding on the usage scenario and/or applicable condition between UE and NW, logical model identification is necessary. This is achieved in Type A model identification.

Type B1 of online model identification initiated by UE
In Type B of online model identification initiated by UE, from the procedure perspective, it is possible that UE side trains the completely new model and informs the model to the network. On the other hand, we don’t identify the solution on how actually to inform the dataset is used for the training and/or the validation and/or test from UE to NW. One way is network indicates the assistance information on what dataset is used for the training and/or the validation and/or test, but it means the assistance information to the specific model relation itself is deterministic by offline as Type A in spite that the actual data itself can be dynamically determined. Therefore, we don’t think Type B1 is used to inform completely new model. On the other hand, when UE side trains new physical model based on Type A offline shared logical model, Type B1 procedure can be used. This can be used for collaboration Case y, Case z1, Case z3 where training is UE/neutral side. This procedure is illustrated in the following figure.


Figure 3: Type B1 procedure
Observation 3: To inform the dataset used for the training and/or the validation and/or test from UE to NW is difficult. One way is to use assistance information from NW to UE on what the dataset is used for the training and/or the validation and/or test.
Proposal 5: Type B1 can be used for the notification of new trained physical model from UE to NW when the logical model identification was already carried out in Type A.
Proposal 6: This can be used for collaboration Case y, Case z1, Case z3 where training is UE/neutral side.

Type B2 of online model identification initiated by NW
In Type B of online model identification initiated by NW, the physical model identification is sufficient, and UE is not required to know what dataset is used for the training and/or the validation and/or test. UE just processes delivered / transferred physical model for the inference without knowing what dataset is used for the training and/or the validation and/or test. This can be used for collaboration Case y, Case z2, Case z4/5 where training is NW side. This procedure is illustrated in the following figure.


Figure 4: Type B2 procedure
Proposal 7: Type B2 can be used when NW side trained physical model is carried out by UE. UE is not required to know what dataset is used for the training and/or the validation and/or test.
Proposal 8: This can be used for collaboration Case y, Case z2, Case z4/5 where training is NW side.

Relation between functionality-based LCM and physical/logical model-ID based LCM
“Logical model is indicated by NW” and “assistance information is indicated in functionality-based LCM” are quite similar function from LCM perspective. In both cases, UE can select physical model using logical model ID or assistance information. In both cases, some of proprietary information related to data may be required to be shared to UE.
In physical model-ID-based LCM, UE is not required to know the dataset for the training and/or the validation and/or test. UE does not have the flexibility to select physical model. On the other hand, if/when the dataset for the training and/or the validation and/or test has proprietary information for NW side, the physical model-ID-based LCM with Case z4 can hide proprietary information of the NW. On the other hand, the model related aspect within UE needs to be standardized.
Proposal 9: “Logical model is indicated by NW” and “assistance information is indicated in functionality-based LCM” are quite similar function from LCM perspective.
Proposal 10: In physical model-ID-based LCM trained by NW, proprietary information of NW like site / deployment can be hidden from UE. On the other hand, the model related aspect within UE needs to be standardized.

CN/OAM/OTT involvement of data collection for UE-sided model training
If beam management and positioning accuracy enhancement do not use model-ID-based LCM, but only functionality-based LCM, whether this objective required or not could be discussion point.
One of direction would be since UE model itself is not visible from NW, from NW perspective, functionality-based LCM is transparently implemented within UE side. In this direction, only OTT is sufficient, and no standardization effort is needed.
The other direction would be in order to manage model handling within UE, some help from NW is required like NW additional conditions etc. In this direction, CN/OAM may be useful. One of potential cases would be NW may provide additional conditions for the inference. Then, this information can be set to UE side server via OTT. 
Observation 4: If only functionality-based LCM is required, CN/OAM collection of UE-sided model training may not be required.


Conclusion
In this contribution, we provide our view on the other aspects for AI/ML for air interface. We made following observations and proposals.
Observation 1: The necessity and details of model identification and procedure would be whether model identification is required for beam management / positioning accuracy enhancements. If required, what model identification is used and how model consistency is realized. These can be discussed respectively in agenda 9.1.1 and 9.1.2.
Observation 2: Handling of scenario / configuration specific models can be one of potential discussion aspects for model-ID-based LCM related discussion.
Proposal 1: The logical model identification is to have the same understanding between UE and NW on what dataset is used for the training and/or the validation and/or test. It does not require the knowledge of the model structure and parameters.
Proposal 2: The physical model identification is to have the same understanding between UE and NW on what parameters / structure inside the model is used. It does not require the knowledge on what dataset is used for the training and/or the validation and/or test.
Proposal 3: Private logical model ID is used if the dataset used for the training and/or the validation and/or test is proprietary. 3GPP assigned logical model ID is used if the dataset used for the training and/or the validation and/or test is standardized.
Proposal 4: In order to have the same understanding on the usage scenario and/or applicable condition between UE and NW, logical model identification is necessary. This is achieved in Type A model identification.
Observation 3: To inform the dataset used for the training and/or the validation and/or test from UE to NW is difficult. One way is to use assistance information from NW to UE on what the dataset is used for the training and/or the validation and/or test.
Proposal 5: Type B1 can be used for the notification of new trained physical model from UE to NW when the logical model identification was already carried out in Type A.
Proposal 6: This can be used for collaboration Case y, Case z1, Case z3 where training is UE/neutral side.
Proposal 7: Type B2 can be used when NW side trained physical model is carried out by UE. UE is not required to know what dataset is used for the training and/or the validation and/or test.
Proposal 8: This can be used for collaboration Case y, Case z2, Case z4/5 where training is NW side.
Proposal 9: “Logical model is indicated by NW” and “assistance information is indicated in functionality-based LCM” are quite similar function from LCM perspective.
Proposal 10: In physical model-ID-based LCM trained by NW, proprietary information of NW like site / deployment can be hidden from UE. On the other hand, the model related aspect within UE needs to be standardized.
Observation 4: If only functionality-based LCM is required, CN/OAM collection of UE-sided model training may not be required.
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