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Introduction
Normative work for AI/ML beam management will start in Rel-19 according to the WID objective:

In this paper, we provide our views on Rel-19 AI/ML beam management.  · Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

Discussion

For any CSI feedback design including that for beam management, several aspects should be addressed:
· Measurement resources
· Time-domain property
· Report quantity
· UCI contents 

Specifically for AI/ML beam management, there are also issues related to data collection for training and performance monitoring. 

And to ensure consistency between training and UE-side inference regarding NW-side additional conditions, specification support is also needed. 

First from the objective formulation, as “DL Tx beam prediction” is explicitly mentioned, our view is only the P2 procedure is subject to AI/ML BM enhancements.

Life cycle of AI-BM
For AI-BM, data collection for model-training, model inference, and model monitoring are three key stages in life cycle management of AI/ML BM model. It should be noted from a particular UE’s point of view, it may not experience all 3 stages. For example, a UE is not capable of data collection for model-training, or a UE capable of data collection for model-training has never been tasked to perform data collection for model-training, thus Stage 1 is missing for that UE. However, model inference and performance monitoring should go hand-in-hand. A single UE capability should include both the support of inference and the support of performance monitoring. 

 

We have 
Observation 3-1: UE capable of supporting model inference/performance monitoring may not necessarily be capable of data collection for training. 

In this section, we first share our views on the signaling flows for data collection for model training, and inference and performance monitoring. It may turn out some signaling design may be shared/leveraged among them. 

To support various stages in the life cycle of AI-BM: UE capability and NW configuration/signaling should be developed for NW-side model and UE-side model.  We have 

Proposal 3-1: 
NW-side model UE capability feature group includes capabilities:
· data collection for training
· data collection for inference/monitoring

UE-side model UE capability feature group includes:
· data collection for training
· data collection for inference/monitoring



Signaling flows for NW-side model
Data collection for NW-side model training 
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As discussed above, the UE capability of data collection for NW side model training is separated from the UE capability for inference/performance monitoring. Conceptually, with required signaling design, training data can be collected by an idle mode UE.  To reduce specification impact, we can limit the design to connected mode UEs only.  This is also inline with Rel-18 study item findings as captured in TR 38.843:

4.2.5
…
At least for the use cases studied in this study item, it is assumed that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed. Note that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.
…


In T-0, a UE reports its capability of data collection for model training to the network. Note the capability may be particular to some configurations, e.g., for BM Case 2, the number of set B occasions and the number of set A occasions. For network-side model’s training, the UE does not need to be aware of NW’s additional conditions such as analog beam design. Here we use the term “UE capability” loosely. Regarding functionality identification 
In T-1, data collection configuration including reference signal configuration is provided to the UE. 
In T-2, reference signal transmission including those for set B/set A beams is received by the UE. 
In T-3, the collected training data is fed back to NW by the UE, typically the latency requirement is quite relaxed, e.g., the MDT framework can be followed. 
In T-4, the collected training data is either consumed locally at the NW or forwarded to a NW node. 
In T-5, locally at the NW or at the NW node, collected training data from multiple UEs are aggregated and used for training a NN model. Any simplification of the NN model (pruning coefficients) and test of the NN model may take place.
In T-6, The trained NN model is delivered to the NW (note the recipient NW may or may not be the NW providing training data). 

Proposal 3-2: MDT framework can be leveraged for training data collection for NW-side model.
Data collection for NW-side model’s inference
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In I-0, a UE reports its capability of supporting inference and performance monitoring for categories of configurations. In one category, for BM Case-1/2, it is about the support of beam reporting with a particular set A and Set B configuration.  As noted above, the NW additional conditions are not needed and not known at the UE. 
In I-1, the configuration of data collection for inference including those for reference signal configuration is provided to the UE.
In I-2, beam report on set B beams is provided by the UE to the NW. Overhead reduction is a major consideration.
In I-3, inference with a NN model is conducted at the NW, which generates assessment/prediction for set A beams. If the NN model is highly accurate, the NW may trust the model’s assessment/prediction without further verification, and beam indication to update control/data beams (I-4) can be executed by the NW. However, in the case there is a need to verify the assessment/prediction outcome, then I-3A/I-3B are executed for that purpose. Afterwards, I-4 is executed. 


Data collection for NW-side model’s performance monitoring

Regarding performance monitoring, the following is captured in TR 38.843:

Performance monitoring: 
For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
-	Benchmark/reference for the performance comparison, including: 
-	Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
-	Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
-	Signalling/configuration/measurement/report for model monitoring, e.g., signalling aspects related to assistance information (if supported), Reference signals



Table 7.2.3-1 summarizes applicability of various alternatives for performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2. 
Table 7.2.3-1: Alternatives for Performance metric(s) of AI/ML model monitoring 
for BM-Case 1 and BM-Case 2
Alt. 1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
Alt. 2: Link quality related KPIs, .e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
Alt.3: Performance metric based on input/output data distribution of AI/ML
Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
Applicable to all studied AI models 
Applicable to all studied AI models 
Applicable to all studied AI models
May not applicable to some implementation of AI model (e.g., not output of predicted L1-RSRP)
Reflect the prediction accuracy of AI model
Reflect the system/link performance
Reflect the change of the statics of the input/output data 
Reflect accuracy of the predicted 1-RSRP
Not reflect the system/link performance directly
Not reflect the prediction accuracy of AI model directly
Not reflect the prediction performance of AI model directly
Not reflect the system/link performance directly
Not reflect the system/link performance directly
Note1:	The above analysis shall not give an indication about whether/which metric is supported or specified.
Note2:	Monitoring performance of the above alternatives are not addressed in the table. 


Out of performance monitoring, NW may take an immediate action for model switching/fallback, or a long-term action, e.g., to retrain its model if the model performance is found not satisfactory from a systematic check. Obviously, the latency requirement for former is more stringent; for the later perhaps the amount of data required for the later is more, even if the effort is shared among UEs. To ensure AI/ML-BM provides performance, the former is important.  We have: 



Proposal 3-3: L1 beam reporting for performance monitoring for NW-side model is supported.

Signaling flows for UE-side model
Data collection for UE-side model’s training
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As discussed above, the UE capability of data collection for model training is separated from the UE capability for inference/performance monitoring. Conceptually, with required signaling design,  training data can be collected by an idle mode UE.  To reduce specification impact, we can limit the design to connected mode UEs only. 

In T-0, a UE reports its capability of data collection for model training at UE. 

In T-1, data collection configuration including reference signal configuration is provided to the UE. Note the data collection may be particular to certain scenarios/configurations, which can be designated as  “NW additional conditions”.  It was discussed in Rel-18 AI/ML SI, it may not be feasible to acquire explicit NW additional conditions. Thus providing a label for a set of “NW additional conditions” without explicit disclosure, and the label is used to match a trained NN model and a deployed network (e.g., at a cell site). Such a label may come in the form of a model ID, a tag, an identifier, etc. And in T-1, the model-ID/label/tag is provided to the UE. 

In TR 38.843, two options are considered:

	Trigger/initiating data collection considering:
-	Option 1: data collection initiated/triggered by configuration from NW.
-	Option 2: request from UE for data collection.







As the collected data may not be consumed by a NW entity visible to the NW, the NW may lack the motivation/information to initiate/trigger data collection. In this case, Option 2 can be used. Thus we have
Proposal 3-4: data collection can be initiated/triggered by configuration from NW; or is requested from UE and then may be configured by NW at NW’s discretion.


In T-2, reference signal transmission including those for set B/set A beams is received by the UE. 
In T-3, Training data is collected by the UE, and it is made available to an entity on the UE side.
In T-4, the aggregated training data is used to train a UE-side model. 
In T-5, the UE-side model is delivered to a UE (note the recipient UE may or may not be the UE providing training data), it is noted the UE-side model can be associated with one model-ID/label/tag. Depending on the training setup in T-4, e.g., targeting generalization performance Case 3,  it may happen also the UE-side model is associated with multiple model-ID/label/tag.

In TR 38.843, the following is captured:

The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.

3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.

Thus whether any step out of T-3 to T-5 is in 3GPP specifications’ scope needs to be determined in Rel-19. 


Data collection for UE-side model’s inference
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In I-0, a UE can proactively report its capability of supporting inference and performance monitoring for a model-ID/tag/label to the NW, and the NW determines whether the UE’s reported capability matches the NW’s scenario/configuration (NW additional conditions). Alternatively the NW may provide  filtering conditions, e.g., the 8 beams for set B and 16 beams for set A, the UE reactively reports its capabilities satisfying those filtering conditions, e.g. as part of RRC complete message. 

In I-1, the configuration of  data collection for inference including those for reference signal configuration is provided to the UE.
In I-2, inference with a NN model is conducted at the UE, which generates assessment/prediction for set A beams. 
In I-3, beam report regarding top set A beams is sent by the UE to NW. If the NN model is highly accurate, the NW may trust the model’s assessment/prediction without further verification, and  beam indication to update control/data beams (I-4) can be executed by the NW. However, in the case there is a need to check the assessment/prediction outcome, then  I-3A/I-3B are executed for that purpose. Afterwards, I-4 is executed. 


Data collection for UE-side model’s performance monitoring


For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable


With Type-1/Option-1, beam reporting is needed. With Type-1/Option-2, statistics can be reported by the UE to NW; or implicitly reported similar to beam failure recovery. For Type-2, if transmission of set A beams can be measured by the UE regularly, then the UE is in a position to conduct performance monitoring autonomously. 


Overhead control for beam reporting 
Beam reporting may be needed for the following case:

· NW-side model training: “set B”/”set A”, reporting on “set B” is with RSRPs; reporting on “set A” can be with RSRPs or beam-IDs. 
· NW-side model inference: beam reporting on “set B” is with RSRPs. For verification (NW-I-3A/I-3B) (c.f. Section 3.1.2), beam reporting on a subset of set A, which can be with either RSRPs or beam-IDs.	Comment by Huaning Niu: What is this I-3A and I-3B? What is verification in inference phase?	Comment by Weidong Yang: To check the beam prediction
· NW-side performance monitoring: “set B”/”set A”, reporting on “set B” is with RSRPs; reporting on “set A” can be with RSRPs or beam-IDs
· UE-side model inference: beam reporting on set A beams can be with beam-IDs. For verification (UE-I-3A/I-3B c.f. Section 3.2.2), RSRPs with selected set A beams are reported. 
· UE-side performance monitoring (e.g. Type-1/Option-1)

Review on the legacy design

For beam reporting in Rel-18, the relevant specification texts are captured below:
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Figure 1 Specification text in TS 38.212


Figure 2 TS 38.133
10.1.6	RSRP Measurement Report Mapping
The reporting range of SS-RSRP and CSI-RSRP for L3 reporting is defined from -156 dBm to -31 dBm with 1 dB resolution. The reporting range of SS-RSRP and CSI-RSRP for L1 reporting is defined from -140 to -44 dBm with 1 dB resolution.
The mapping of measured quantity is defined in Table 10.1.6.1-1. The range in the signalling may be larger than the guaranteed accuracy range.
The reporting range of differential SS-RSRP and CSI-RSRP for L1 reporting and L3 reporting is defined from 0 dB to -30 dB with 2 dB resolution.
The mapping of measured quantity is defined in Table 10.1.6.1-2. The range in the signalling may be larger than the guaranteed accuracy range.
…
Table 10.1.6.1-2: Differential SS-RSRP and CSI-RSRP measurement (for L1 reporting and L3 reporting) report mapping
Reported value
Measured quantity value (difference in measured RSRP from strongest RSRP)
Unit
DIFFRSRP_0
0≥ΔRSRP>-2
dB
DIFFRSRP_1
-2≥ΔRSRP>-4
dB
DIFFRSRP_2
-4≥ΔRSRP>-6
dB
DIFFRSRP_3
-6≥ΔRSRP>-8
dB
DIFFRSRP_4
-8≥ΔRSRP>-10
dB
DIFFRSRP_5
-10≥ΔRSRP>-12
dB
DIFFRSRP_6
-12≥ΔRSRP>-14
dB
DIFFRSRP_7
-14≥ΔRSRP>-16
dB
DIFFRSRP_8
-16≥ΔRSRP>-18
dB
DIFFRSRP_9
-18≥ΔRSRP>-20
dB
DIFFRSRP_10
-20≥ΔRSRP>-22
dB
DIFFRSRP_11
-22≥ΔRSRP>-24
dB
DIFFRSRP_12
-24≥ΔRSRP>-26
dB
DIFFRSRP_13
-26≥ΔRSRP>-28
dB
DIFFRSRP_14
-28≥ΔRSRP>-30
dB
DIFFRSRP_15
-30≥ΔRSRP
dB


Checking the RSRP quantization scheme in the current specifications, it can be seen that for beams weaker than the reference beam by more than 30 dB, purely considering the quantization error aspect, a RSRP report on those beams is un-necessary, as setting its RSRP value to -30 dB with respect to the reference beam does not degrade AI/ML performance much. For BM Case-2, assuming there are M RSRP reports for N occasions, as there can be correlation among different occasions, e.g., a weak beam in Occasion 1 tends to remain weak in Occasion 2, exploiting the correlation can be reduced the number of reported RSRPs from  to a smaller number.

It can be noted in Rel-16 eType-II codebook design, a bitmap is used to indicate non-zero linear combination coefficients by “1”s, and zero linear combination coefficients by “0”s. And the reporting on those zero linear combination coefficients is omitted. Similarly a bitmap with “0”s for omitted weak beams can be used to reduce feedback overhead. 

We have 
Observation 4-1: weak beams’ RSRPs can be omitted in the beam reporting for overhead reduction. 

Beam reporting: BM Case-1 network-side model reference/performance monitoring

There are several design aspects for BM Case-1:
· For beam reporting within a set:
· Signaling design for indicating the strongest beam (reference beam)
· Signaling design for indicating un-omitted/omitted beams, e.g., bitmap, combinatorial indexing, etc.

In the table below, for BM Case-1, 4 beam reporting methods are considered for NW side inference and model performance monitoring. In the first method, the strongest beam is identified and its RSRP is quantized with 7 bits. RSRPs for other beams in set B are differentially quantized with 4 bits. The second method is a simple extension of the NR legacy design to 16 beams. The third method uses a bitmap for indicating the selected strong beams. The fourth method uses a combinatorial indexing to indicate the selected strong beams.

	
	BM Case-1, beam reporting for NW-side model’s inference

	
	S = # of set A beams, M = # of set B beams, N = # of selected B beams for beam reporting
	Example (S=32, M=16, N=10)

	
	Strongest beam indication   
	Un-omitted/omitted beam indication
	RSRP reporting
	Total signaling bits
	

	Reporting all set B beams’ RSRPs
	 for the strongest beam
	 N/A
	
	
	
71

	Reporting N  selected set B beams’ RSRPs with CRI signaling
	
	(N-1) uses of conventional CRI signaling 

	
	
	83

	Reporting N selected set B beams’ RSRPs with bitmap
	
	M-bit bitmap
	
	
	63

	Reporting N selected set B beams’ RSRPs with combinatorial index
	
	Combinatorial indexing


	
	
	60


 
Beam reporting: BM Case-2 network-side model inference/performance monitoring 

Regarding inference for BM Case-2 with network-side model, the following is included in TR 38.843:

For BM-Case 2:
-	Reporting information about measurements of multiple past time instances in one reporting instance. Notes: Only applicable to NW-side AI/ML model. The potential performance gains of measurement reporting should be justified by considering UCI payload overhead.


If the beam measurement resources are periodic or semi-persistent, presumably for network-side model inference, a UE can continuously report set B measurements for each occasion. NW then will collect the continuously reported set B measurements and using a sliding window to select a suitable portion for its NN model’s inputs. However, that would require correct reception of UCI payload from multiple occasion. In LTE, CSI feedback can be carried in multiple portions over PUCCH transmissions. In NR Rel-15, at least that was found undesirable and self-contained CSI is always carried in a single UCI’s transmission (excluding cases with UCI omission). The same lesson should be applied here. Note also due to complicated prioritization rules, it may be possible periodic/semi-persistent PUCCH can be dropped, that further reduces the chance the inputs for AI/ML NN model are all received correctly.

	
	Solution 1
	Solution 1a
	Solution 2
	Solution 2a

	Description
	Beam reporting for W occasions are provided in a single report over AP PUSCH
	Beam reporting for W occasions are provided in a single report over SP-CSI PUSCH/PUCCH
	Each beam reporting is for a single occasion, W AP-PUSCHs are used.
	Each beam reporting is for a single occasion, W SP-CSI PUSCHs or W PUCCHs are used.

	Use cases
	AP-CSI reporting with P/SP/AP reference signals
	P/SP-CSI reporting with P/SP reference signals
	AP-CSI reporting with P/SP/AP reference signals
	P/SP-CSI reporting with P/SP reference signals

	Pros
	Self-contained reporting
	Self-contained reporting  
	BM Case-1 and BM Case-2 shares a single solution
	BM Case-1 and BM Case-2 shares a single solution

	Cons
	
	
	One or more AP PUSCH transmission may not be received incorrectly. 
	One or more SP-CSI PUSCH/PUCCH transmission can be dropped due to UCI multiplexing processing. 




From UCI payload design point of view, Solution 1 and solution 1a are identical. In the following we provide a number of schemes for those solutions. 

There are several design aspects in overhead control:

For BM Case-2:
· For beam reporting within a set:
· Signaling design for indicating the strongest beam (reference beam), which can be per observation occasion or across observation occasion.
· Signaling design for indicating un-omitted/omitted beams, e.g., bitmap, combinatorial indexing, etc., multiple bitmaps or a single bitmap can be considered; and a single combinatorial index or multiple combinatorial indices can be considered. 


In the table below, for BM Case-2, 8 beam reporting methods are considered for NW side inference and model performance monitoring. 


[image: ]
Figure 3 Feedback overhead reduction for beam reporting

First, it should be noted in Rel-18 evaluation, the number of set B beams tend to be small. While performance gain was shown for a baseline conventional scheme with the same number of measurement signals as the number of set B beams, the gap to the performance of a conventional scheme with the same number  of measurement signals as the number of set A beams was seen. It is reasonable to ask whether network performance and UE experience should be sacrificed for the gain over the baseline conventional scheme. Then the number of set B beams cannot be too small, otherwise the enhancement in Rel-19 AI/ML-BM may be just for an unrealistic setup. That justifies the selected parameters for the table below. 


	
	
	
	BM Case-2, beam reporting for NW-side model’s inference
	

	
	
	
	S = # of set A beams, M = # of set B beams, N = # of selected B beams for beam reporting, W = # of observation occasions
	Example (S=32, M=16, N=10, W=4)

	
	Scheme description
	Applicable solutions
	Strongest Beam indication
	Un-omitted/omitted beam indication
	RSRP reporting
	Total signaling bits (upper bound) for W observation occasions
	

	



Occasion-specific reference beam
	Scheme-1: Reporting all set B beams’ RSRPs
	1/1a/2/2a
	 (strongest beam indication per occasion)
	N/A
	 per occasion
	
	
284, reference for overhead calc.

	
	Schme-1a: Reporting selected set B beams’ RSRPs, illustrated in (a)
	1/1a/2/2a
	 (strongest beam indication per occasion)
	M-bit bitmap per occasion
	 per occasion
	
	

252, 88.7%

	
	Scheme-1b: Reporting selected set B beams’ RSRPs, illustrated in (a)
	1/1a/2/2a
	 (strongest beam indication per occasion)
	Combinatorial index for choosing N out of M per occasion
	 per occasion
	
	

240, 84.5%

	







Common reference beam across occasions 
	Scheme-2: Reporting all set B beams’ RSRPs
	1/1a
	 for the strongest beam over W occasions 
	N/A
	 for all occassions
	
	265, 93%

	
	Scheme-2a: Reporting selected set B beams’ RSRPs, illustrated in (b)
	1/1a
	 (strongest beam indication per occasion)
	M-bit bitmap per occasion
	  for all occasions
	
	

233, 82%

	
	Schme-2b: Reporting selected set B beams’ RSRPs, illustrated in (b)
	1/1a
	 (strongest beam indication per occasion)
	
Combinatorial index for choosing N out of M per occasion
	 per occasion
	
	

221, 77.8%

	Common reference beam across occasions,
common signaling for un-omitted beams 
	Scheme-3: Reporting selected set B beams’ RSRPs with bitmaps ©
	1/1a
	 for the strongest beam over W occasions 
	A common M-bit bitmap across occasions
	 across occasions
	 
	185, 65%

	
	Scheme-3a: Reporting selected set B beams’ RSRPs with combinatorial index
	1/1a
	 for the strongest beam over W occasions 
	
Combinatorial index for choosing N out of M for all occasions
	 per occasion
	 
	182, 64%



We have 
Observation 4-2:
· Reporting selected beams out of all set B beams rather than reporting all set B beams is beneficial in reducing feedback overhead, which can be supported by bitmap(s) or combinatorial index/indices.
· Using a common reference beam across multiple occasions helps reduce feedback overhead.
· Consider temporal correlation, the signaling of selected un-omitted beams can be shared among occasions, which can be supported by a common bitmap or a common combinatorial index across occasions. 

UCI feedback design
It is clear with overhead control schemes proposed in the previous section, the UCI payload size for beam reporting is not fixed; and the exact payload size depends on instantaneous channel condition. Similar to two part CSI feedback design, two part beam reporting should be supported:
In part 1, the payload size is fixed and the parsing of the part 1 information allows NW to determine the payload size for part 2. Key information among Part 1 is the number of strong beams included in the beam reporting. 
In part 2, differential RSRPs can be carried. 

[image: ]
Figure 4 Two-part beam reporting (BM Case-1)
 

We have
Observation 4-3: It is beneficial to support two-part beam reporting to facilitate feedback overhead control for AI/ML-BM.

Summary 

From the above discussion, we have

Proposal 4-1: to control feedback overhead, beam reporting for BM Case-1 consists of 
· Indication of the strongest beam index
· Indication of the number of un-omitted beams
· The strongest beam’s RSRP
· Bitmap to indicate un-omitted beams
· Differential RSRPs for uno-omitted beams except the strongest beam

Proposal 4-2: to control feedback overhead, beam reporting for BM Case-2 consists of 
· Indication of the strongest beam index among all occasions
· Bitmap to indicate un-omitted/omitted beams
· Alt. 1: bitmap size equals to the number of set B beams across occasions
· Alt. 2: bitmap size equals to the number of set B beams at a single occasion
· Indication of the number of un-omitted beams
· The strongest beam’s RSRP
· Differential RSRPs for un-omitted beams except the strongest beam


Consistency between training and inference

For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: the possibility that different approaches can achieve the same function is not denied

Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
-	NW-side beam shape information
-	E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
-	Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
-	e.g., some information following the same principle of Rel-17 positioning agreement


To enable UE side model training and inferencing, the assisted information has been discussed and captured in TR 38.843 as 

The assisted information can be in form of ID, to preserve privacy and proprietary information. In R18 general aspect study, the ID sometimes referred as model ID or dataset ID.Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals, content/type of the collected data, configuration related to Set A and/or Set B, information on association/mapping of Set A and Set B
-	Assistance information from Network to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of the data (if supported). The assistance information should preserve privacy/proprietary information.


To further elaborate the possible choices of assisted information/dataset ID, two different options are proposed.   

Option 1: With CN or O&M involvement 

Since NW side additional condition is likely common across different gNBs, some coordination from core network or O&M is desirable. 

In R16, UE capability ID was specified, to reduce the large overhead of UE capability reporting. UE capability ID represents a set of AS (Access Stratum) UE capability and is carried via NAS signaling. UE capability ID is assigned and stored in a new network function: UCMF (UE radio Capability Management Function). The UE capability ID structure includes 4 fields: 
· TF (Type Field): identifies the type of UE radio capability ID. The following values are defined:
· 0: Manufacturer-assigned UE radio capability ID
· 1: Network-assigned UE radio capability ID
· 2 to 9: Spare values for future use
· TAC (Type Allocation Code)
· SVN (Software Version Number): Identifies the software version number of the mobile equipment. 
· RCI (Radio Configuration Identifier): identifies the UE radio configuration.

To define dataset ID to represent NW side additional condition such as radio configurations, similar method can be defined to map the NW side additional condition to an ID, which is assigned and store by the new network function MMF (model management function), which leverages the design for UCMF. An example flow chart is shown in Fig. 1. 
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Fig. 1. Example of dataset ID assignment and management by core network
 
Option 2: RAN signaling   

In another example where no core network or O&M is involved, each gNB can determine the dataset ID based on the radio network implementation and dataset IDs are only differentiated in a local scope, similar to a local variable in programming language.  In this case, even the same model ID can represent different set A and set B mapping at different gNBs. UE will need to train cell specific AI model since UE will not be aware the underlaying beam design, resulting solution that is extremely complicated and not scalable.  
 
Proposal 5-1: The dataset ID in assisted information needs to be PLMN unique, and core network or O&M is involved in assigning/managing the dataset ID.  

 
Set A can be provided as a set of reference signals, e.g., NZP-CSI-RS-ResourceSet, set B can be provided as another set of reference signals, e.g., NZP-CSI-RS-ResourceSet or CSI-SSB-ResourceSet. Each though reference signal index is typically just a logical index, to achieve consistency between training and inference, the reference signal indexing regarding analog beams should be maintained between training and inference.  In the case, set B is a subset of set A, subsampling from set A is used to obtain set B, one choice is to use a bitmap to derive set B beams from set A configuration, e.g., [0101 0101] to derive 4 set B beams out of 8 set A beams. 

If assistance information is available, it can be embedded as part of reference signal configuration or as part of beam reporting configuration as design choices. For UE-side model training, as the entity consuming the training data may not be visible to the NW and the route between UE to that entity may be outside 3GPP specifications’ scope, so providing assistance information through beam reporting configuration seems illogical. Thus we have:

Proposal 5-2: The assistance information/dataset ID/model ID, if assigned by higher layer is embedded as part of reference signal configuration.

Another way to provide assistance information is to provide multiple Type-D source reference signals for a TCI state, e.g., instead of using {reference-signal-1} as a Type-D parent, {reference-signal-1, reference-signal-2, reference-signal-3} are provided as Type-D source reference signals for a beam. 

Conclusions


Observation 3-1: UE capable of supporting model inference/performance monitoring may not necessarily be capable of data collection for training. 


Proposal 3-1: 
NW-side model UE capability feature group includes capabilities:
· data collection for training
· data collection for inference/monitoring

UE-side model UE capability feature group includes:
· data collection for training
· data collection for inference/monitoring


Proposal 3-2: MDT framework can be leveraged for training data collection for NW-side model.


Proposal 3-3: L1 beam reporting for performance monitoring for NW-side model is supported.


Proposal 3-4: data collection can be initiated/triggered by configuration from NW; or is requested from UE and then may be configured by NW at NW’s discretion.

Observation 4-1: weak beams’ RSRPs can be omitted in the beam reporting for overhead reduction.

Observation 4-2:
· Reporting selected beams out of all set B beams rather than reporting all set B beams is beneficial in reducing feedback overhead, which can be supported by bitmap(s) or combinatorial index/indices.
· Using a common reference beam across multiple occasions helps reduce feedback overhead.
· Consider temporal correlation, the signaling of selected un-omitted beams can be shared among occasions, which can be supported by a common bitmap or a common combinatorial index across occasions. 

Observation 4-3: It is beneficial to support two part beam reporting to facilitate feedback overhead control for AI/ML-BM.

Proposal 4-1: to control feedback overhead, beam reporting for BM Case-1 consists of 
· Indication of the strongest beam index
· Indication of the number of un-omitted beams
· The strongest beam’s RSRP
· Bitmap to indicate un-omitted beams
· Differential RSRPs for uno-omitted beams except the strongest beam

Proposal 4-2: to control feedback overhead, beam reporting for BM Case-2 consists of 
· Indication of the strongest beam index among all occasions
· Bitmap to indicate un-omitted/omitted beams
· Alt. 1: bitmap size equals to the number of set B beams across occasions
· Alt. 2: bitmap size equals to the number of set B beams at a single occasion
· Indication of the number of un-omitted beams
· The strongest beam’s RSRP
· Differential RSRPs for un-omitted beams except the strongest beam

Proposal 5-1: The dataset ID in assisted information needs to be PLMN unique, and core network or O&M is involved in assigning/managing the dataset ID.  

Proposal 5-2: The assistance information/dataset ID/model ID, if assigned by higher layer is embedded as part of reference signal configuration.
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The bitwidth for CRI, SSBRI, RSRP, and differential RSRP are provided in Table 6.3.1.1.2-6.

Table 6.3.1.1.2-6: CRI, SSBRI, and RSRP

Field Bitwidth
CRI [log, (k)]
SSBRI [log, (k)]
RSRP 7
Differential RSRP 4
where KSCSI_RS is the number of CSI-RS resources in the corresponding resource set, and KSSSB is the configured

number of SS/PBCH blocks in the corresponding resource set for reporting 'ssb-Index-RSRP'.

Table 6.3.1.1.2-8: Mapping order of CSl fields of one report for CRI/RSRP or SSBRI/RSRP reporting

CSl report

CSi fields
number

CRI or SSBRI #1 as in Table 6.3.1.1.2-6, if reported
CRI or SSBRI #2 as in Table 6.3.1.1.2-6, if reported
CRI or SSBRI #3 as in Table 6.3.1.1.2-6, if reported
CRI or SSBRI #4 as in Table 6.3.1.1.2-6, if reported
RSRP #1 as in Table 6.3.1.1.2-6, if reported

CSl report #n

Differential RSRP #2 as in Table 6.3.1.1.2-6, if reported

Differential RSRP #3 as in Table 6.3.1.1.2-6, if reported
Differential RSRP #4 as in Table 6.3.1.1.2-6, if reported
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