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1. Introduction

The NTN for NR Phase 3 Rel-19 WID [1] included system level enhancements for FR1-NTN and/or FR2-NTN, allowing dynamic and flexible power sharing between satellite beams across the satellite footprint. 
This contribution considers the system level Downlink Coverage Enhancements for FR2-NTN from the perspective of a satellite operator.
2. Discussion

1 
2 
Traffic Distribution for VSAT terminals in NTN
VSAT terminals and networks operating in the FR2-NTN Frequency Range have many similarities with handled devices and networks using FR1-NTN, but also some notable differences which should be taken into account.
As with fixed broadband-to-the-premises services like xDSL or FTTx, VSAT terminals typically serve multiple end users and thus stay connected for long periods of time. Many VSATs are permanently ‘plugged-in’ to power, and so terminal power saving is generally less critical than in battery based mobile devices.  In fact in NTNs, it is the satellite cell site where power saving is critical, as detailed below.
Traffic-wise, VSAT demand density is clustered similar to pattens that occur in mobile networks. On land due to geography (remote areas or along remote road or rail routes), at sea near ports and long main shipping lanes and in the air along flight paths between major hub airports. 
[bookmark: _Ref157031169]Figure 1 provides a hypothetical example of the distribution of cell loading for an NGSO satellite. Hexagons represent cells within a satellite’s coverage area, with shading to indicate the number of active users. Each NGSO satellite provides coverage with many cells, the majority of which will have few or no users much of the time. However, where there is traffic, there can be very high volumes.

[bookmark: _Ref158059665][bookmark: _Ref158059660]Figure 1: Illustrative VSAT Traffic Distribution
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[bookmark: _Hlk157597323]System Constraints of NTN
Satellite payloads are expensive to deploy – space and weight have a strong impact on launch costs, and so payload hardware must be highly utilized. Power from solar panels and batteries is also at a premium, and so payloads must also be highly energy efficient. Unlike smartphones which have constraints on battery size, VSATs tend to use external power sources and are less power constrained. 
These constraints mean that satellite communication system must be very flexible in sharing power and hardware resources to provide both global coverage as well as scalable capacity.  Empty cells must be ‘kept alive’ with a minimum of power and hardware usage, such that it can be re-allocated instead to serve active users in cells with high demand density.
Network densification in NTNs requires flexible resources sharing 
In terrestrial networks areas of high traffic demand can be addressed with a higher density of smaller cells, and/or sites with more sectors, more antenna elements, and more layers of spectrum.  With a NGSO NTN, the satellites are the cell sites and are in constant motion around the Earth, so unlike terrestrial and GSO networks we cannot simply enhance the capacity of the satellites nearest the high traffic areas.  Instead, satellites need the flexibility to distribute their power and hardware resources non-uniformly across the coverage area, minimising resources to ‘keep alive’ cells with no traffic, in order to maximise resources in serving cells where traffic is present.  
Observation 1: For NTN, a highly variable volume of traffic per cell is expected, with many cells in the coverage area of a single satellite having no traffic, while a few cells will experience very high traffic loads.
[bookmark: _Hlk157597368]Observation 2: In order to minimise power consumption for ‘keep alive’ cells, power saving techniques studied and developed for TN may be applicable, in particular, Time Domain techniques [3], [4]. This observation applies to both FR2-NTN and FR1-NTN.
Properties specific to VSAT operation in FR2-NTN
VSAT UEs operating in FR2-NTN will be equipped with high gain antennas and with polarization reception corresponding to the satellite. This results in SNR typically much higher than experienced by handheld UEs operating in FR1-NTN bands. SIR is also likely to be significantly higher as typically a number of RF Channels are available to the operator increasing frequency reuse distance. However, we would also need to be able to operate under adverse conditions, including periods of temporary interference and/or rain fade, at lower than nominal SNIR. 
FR2-NTN benefits from VSAT UEs with narrow beamwidths. 
a) Two (or more) FR2-NTN network operators can use co-channel frequencies, using angular discrimination between satellites to avoid interference due to the use of UE with highly directional antenna. 
b) Similarly, by using angular discrimination, a cell area can be served by two different satellites on the same operator’s network. 

Neither of the above are possible under the FR1-NTN assumption of a UE equipped with omnidirectional linearly polarized antenna(s).
FR2-NTN bandwidths are much larger than for FR1. FR2 will typically use 50 MHz or greater, commercial deployments in Ka and Ku band are expected to employ downlink carrier bandwidths between 200 MHz and 400 MHz. As a consequence, an FR2 NTN channel can carry significant user traffic and signalling load even in cases of very short per-cell dwell times (times during which a given cell is illuminated by the satellite beam), e.g., 1 ms for SSB every 160 ms SSB repetition period.
Observation 3: VSAT UEs operation in FR2-NTN networks is subject to a number of specific properties - e.g. high gain antennas, specific polarization modes, larger bandwidths - compared to handheld devices in FR1-NTN networks.
Cell Power Sharing 
The concept of cell power sharing has been studied by 3GPP in the context of TN power saving and is part of the existing DVB-S2X specification in which it is referred to as ‘beam-hopping’. The applicability of power sharing between two NTN cells is illustrated in Figure 2.
[bookmark: _Ref157502790]Figure 2: Power Sharing in the context of FR2-NTN
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For ensuring a global coverage, a new VSAT appearing in any cell must be able to access and stay connected to the network. Expressing the limitations for global (i.e., all-cells that may require service) keep-alive in equations, as a minimum:
Tperiod = Tdwell_min * Ncells / NBF						Eq. 1

[bookmark: _Hlk158891479][bookmark: _Hlk157425234][bookmark: _Hlk157425332]Where dwell time (Tdwell) is the time the beam is illuminating a given cell. Tperiod is the dwell time repetition period in a given cell, NBF is the number of active beams, Ncells is the number of cells in the desired coverage area. Tswitch is the time taken (if any) to re-allocate satellite resources (i.e., switch a satellite beam) from one cell to another cell, and is an overhead (assumed to be negligible compared with the minimum dwell time (Tdwell_min) for the purposes of this TDoc). 
To derive benefit under non-uniform traffic distribution (compared with equal time allocation), we require that Tperiod  is greater than the equality in Eq. 1 above. Therefore, as a basis for further discussion, we suggest to quantify this potential benefit to calculate a ‘time balancing factor’ (TBF) in Eq. 2. The TBF can be thought of as a ‘figure of merit’ by which the effectiveness of downlink coverage enhancements can be judged. 
TBF = Tperiod * NBF /( Tdwell_min * Ncells)					Eq.2
A TBF > 1 implies an improvement in coverage (‘keep-alive’ plus traffic carrying cells) has been achieved whilst, at the same time, better serving users (improved coverage and capacity vs. baseline of equal power share with unequal traffic). 
[bookmark: _Hlk158933949]To illustrate the TBF ‘figure of merit’ with a simple hypothetical example (i.e., values presented are intended only to illustrate the concept). Assume a single satellite with number of independent beams (e.g., NBF = 20) can flexibly serve a number of cells that may contain users (e.g., Ncell = 400). If, for ‘keep-alive’ purposes, it is determined that a 0.5 ms minimum dwell time every 10 ms is needed, the sum of all minimum dwell times would consume the whole 10 ms duration, and there would be no ‘spare’ time to allocate to the cells with the highest offered traffic load (TBF = 1). If, however, only 0.5 ms every 20 ms is necessary for ‘keep-alive’ purposes, then 20 ms of ‘spare time’ would be available to allocate to cells with higher than average offered traffic (TBF=2). 
The maximum values Tperiod_active and Tdwell_active (for cells with active users) will depend upon the number of active users in any given cell, acceptable level of jitter/ air-interface delay variation and volume of offered traffic. 
[bookmark: _Hlk158364292]As a starting point, to avoid excessive latency for active users (and supporting services such as VoIP), a minimum value of Tperiod_active = 10 ms is suggested as one reference point.
[bookmark: _Hlk158891948][bookmark: _Hlk158891969]Observation 4: Due to a vastly different cell traffic load, dwell times and revisit time periods will be significantly different in loaded cells compared with unloaded cells (including cells with no active user) and, therefore, a high degree of resource allocation flexibility is required. 
Observation 5: From the discussion above we note the following guiding principles:
a) time spent on empty cells shall be minimized, so as to maximize the number of empty cells covered (‘keep-alive’) per active beam;
b) time spent on each cell shall be flexibly allocated based on instantaneous traffic volume, so as to match the demand with the capacity offered.

Note: Downlink and Uplink beam dwell times and periodicity (“hopping pattern”) in any one beam could, in principle, be different.

Proposal 2: Time domain power saving techniques and flexible resource allocation should be studied; techniques studied in the context of TN should also be considered where applicable to NTN.
System Level Assumptions
· The following assumptions are suggested as a starting point for FR2-NTN. Multiple Downlink RF Channels ‘Fn’ (5 or more), each of at least 200 MHz channel bandwidth and at least 1000 MHz total bandwidth.
· Downlink SCS 120 kHz. 
· [bookmark: _Hlk158892257][bookmark: _Hlk158893523]The number of Ncells >> NBF. As a starting assumption for FR2-NTN analysis, a ratio Ncells/NBF ≥ 20 is suggested (i.e., a ratio of 1 instantaneously active cell (NBF) for every 20 cell locations (Ncells) and Ncells≥ 400.
· LEO-1200 preferred (LEO-600 being acceptable, as assumed for FR1-NTN, as orbital altitude is unlikely to produce materially different results).
· Regenerative payload (if relevant).
· Quasi Earth Fixed Beams (the cell centre remains in the same place and cell maintains the substantially same size and shape during the contact-period).
· Reuse of the Rel-18 RAN4 FR2-NTN (i.e., Ka band) assumptions for SAN, terminal types, antenna gains and any other parameter that may be relevant to RAN1 studies. 
· Aggregate EIRP consistent with full ‘per beam’ power in 5% of beams. 

Note: The values are examples only. At least at this stage of the study exact values are considered less important than the ratio of number of cells within the desired coverage area (Ncells) and number of simultaneously active beams NBF.

[bookmark: _Hlk157597378]Observation 6: The system level assumptions needed for FR2-NTN are significantly different to the assumptions for FR1-NTN as set out in [1].
Proposal 3: RAN1 shall consider Downlink Coverage Enhancements from a system level point of view, taking into account the differences between FR2-NTN and FR1-NTN.
[bookmark: _Hlk157425601]Conclusions
This contribution has set out an FR2-NTN operator’s perspective on Downlink Coverage Enhancements in Rel-19. It has identified some system commonalities between FR2-NTN (VSAT) and FR1-NTN (handheld/ omnidirectional) and also some significant differences. A ‘figure of merit’ by which to judge the effectiveness of the coverage enhancements has been suggested and some example NTN-FR2 parameters have been presented.
Observation 1: For NTN, a highly variable volume of traffic per cell is expected, with many cells in the coverage area of a single satellite having no traffic, while a few cells will experience very high traffic loads.
Observation 2: In order to minimise power consumption for ‘keep alive’ cells, power saving techniques studied and developed for TN may be applicable, in particular, Time Domain techniques [3], [4]. This observation applies to both FR2-NTN and FR1-NTN.
Observation 3: VSAT UEs operation in FR2-NTN networks is subject to a number of specific properties - e.g. high gain antennas, specific polarization modes, larger bandwidths - compared to handheld devices in FR1-NTN networks.
Observation 4: Due to a vastly different cell traffic load, dwell times and revisit time periods will be significantly different in loaded cells compared with unloaded cells (including cells with no active user) and, therefore, a high degree of resource allocation flexibility is required. 
Observation 5: From the discussion above we note the following guiding principles:
a) time spent on empty cells shall be minimized, so as to maximize the number of empty cells covered (‘keep-alive’) per active beam;
b) time spent on each cell shall be flexibly allocated based on instantaneous traffic volume, so as to match the demand with the capacity offered.

Note: Downlink and Uplink beam dwell times and periodicity (“hopping pattern”) in any one beam could, in principle, be different.

Proposal 2: Time domain power saving techniques and flexible resource allocation should be studied; techniques studied in the context of TN should also be considered where applicable to NTN.
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Typical cell traffic loading scenario:
many empty cells & clusters of demand.

Minimising hop dwelltime on empty cells ensures
longer dwelltimes for greater capacity on loaded cells.
Global coverage implies many empty cells.
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