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Introduction
The work items for enhancement of NR-NTN, approved in RAN#102 [1], comprise the following topics:
· DL coverage enhancement
· UL capacity/throughput enhancement
· Regenerative satellite
· MBS (broadcasting) enhancement 
· RedCap support 
This document focuses on downlink coverage enhancements. The objectives of downlink enhancements in the WID are as follows.  
	[bookmark: _Hlk153196886]Study and specify if beneficial downlink coverage enhancements targeting support for additional reference satellite payload parameters covering both GSO and NGSO constellations operating in FR1-NTN or FR2-NTN [RAN1, RAN2, RAN4]
· Define additional reference satellite payload parameters assuming power sharing among satellite beams or different satellite beam patterns/size (i.e. wide or narrow) across the satellite footprint, such that satellite beams may not all be simultaneously active or may be active below the nominal EIRP density per satellite beam (see section 6.1.1 in TR 38.821) due to limited power and limited feeder link bandwidth.
· Define the corresponding power sharing assumptions and necessary link level and system level evaluation methodology and relevant KPIs for evaluations of the coverage, to allow for identification of physical channels/signals and system-level aspects that need enhancements and the corresponding needed improvements.
· Study and if needed specify solutions, including link level enhancements for FR1-NTN (e.g. for PDCCH, PDSCH) and/or system level enhancements for FR1-NTN and/or FR2-NTN, allowing dynamic and flexible power sharing between satellite beams or different satellite beam patterns/size (i.e. wide or narrow) across the satellite footprint.
· Notes for this objective:
· SSB channel enhancement is not considered
· Antenna gain of UE shall be assumed to be -5.5dBi in case of smartphone in FR1-NTN, the UE is assumed to be a full duplex UE, and at least 2Rx are considered at the UE
· NGSO to be considered in priority: LEO Set-1 @ 600 km
· Rel-18 network energy saving techniques should be considered as baseline in the system level study


Discussion
This work item aims at offering optimized performance especially when addressing handset terminals (including smartphones with -5.5 dBi antenna gain) w.r.t. downlink coverage considering the NTN deployment constraints such as payload power limitation, large satellite footprint and limited feeder link bandwidth. DL coverage enhancements are needed to accommodate satellite payload constraints which may be unable to have all its beams active with the nominal EIRP density per beam (see Section 6.1.1 in TR 38.821) at a given time due to limited power and limited feeder link bandwidth, while maximizing the number of beams that can be activated simultaneously, and ensuring that all user terminals can be served across the satellite foot print while maximizing the overall satellite throughput and ensuring that all satellite’s radio cells are kept alive even without traffic but allowing new users to join or preventing impact on end-user QoS.

DL coverage enhancements can be considered at both link level and system level.
· Link level to improve the link margin of selected physical channels in order to accommodate the EIRP reduction in FR1-NTN. A link margin improvement for physical channels (e.g., PDSCH and PDCCH) may be considered without impact on SSB design. 
· System level to support an efficient dynamic and flexible power sharing between beams or different beam pattern/size (i.e., wide or narrow) across the satellite foot print for FR1-NTN and FR2-NTN.
Link Level Improvement
The total transmission power of a satellite is limited by the size and design of its solar panels. In an example calculation based on [3], which assumes a LEO scenario with a total of 1200 beams, one can show that at an altitude of 600 km and a minimum elevation angle of 30° all 1200 beams could fully illuminate an area with a diameter of 1500 km and with beams of diameter 50 km. If all beams are simultaneously illuminated and with an assumed EIRP density of 34 dBW/MHz and 5 MHz channel bandwidth, a total EIRP of 72 dBW would be required. According to TR 38.821, 30 dBi is the assumed antenna gain for LEO. However, we also think that the number of beams of actually deployed satellites is in the order of tens, rather than tens of hundreds.

In TR 38.821 and for LEO-600km, the satellite EIRP density is defined as 34 dBW/MHz per beam. For 20 MHz bandwidth, the EIRP is 47dBW per beam. Because of limited total satellite power, system bandwidth and total satellite EIRP for all active beams should be defined for the study. We also note that the system bandwidth assumed in TR 38.821 is 30 MHz. Table 1 illustrates how the transmission power depends on system bandwidth.
Table 1: Transmission power depending on system bandwidth assuming EIRP density 34 dBW/MHz
	System Bandwidth
	EIRP per beam
	Transmission power per beam assuming 30 dBi gain
	Total transmission power for 1200 beams

	5 MHz
	41 dBW
	11 dBW = 12.6 W
	41.8 dBW = 15.1kW

	20 MHz
	47 dBW
	17 dBW = 50.1 W
	47.8 dBW = 60.2kW

	30 MHz
	48.8 dBW
	18.8 dBW = 75.9 W
	49.6 dBW = 91.2kW



A rule-of-thumb exists that relates the area of a solar panel to generated power and it says that every 10 square meter of solar panel area very roughly generates 1 kW of power. Hence, the assumed system bandwidth and the number of simultaneously active beams have a fundamental impact on the dimensions of a satellite. 

Observation 1: The assumed system bandwidth and the number of simultaneously active beams have a fundamental impact on the dimensions of a satellite.

Proposal 1: For the study, discuss and conclude which system bandwidth, number of simultaneously active beams, and total EIRP to assume.

We obtained LLS results for PDSCH 1Mbps and PDCCH as shown below. “Target CNR” is derived from link budget calculation based on the satellite EIRP density 34 dBW/MHz for LEO 600km and 40 dBW/MHz for LEO 1200km and “required SNR” is derived from LLS (required SNR for BLER 10% for PDSCH and 1% for PDCCH). Sufficient coverage was observed for both cases, LEO-600 and LEO-1200. If the power reduction is within 5.9 dB to support larger number of beams, PDCCH has still sufficient coverage for LEO 600km. Further results on PDSCH Msg 2, which is not capable of repetition but can make use of lower coding rate, and PDSCH Msg 4 may be needed depending on further RAN1 discussion. 

Observation 2: The necessity of enhancements depends on the level of power reduction which is required for power sharing among satellite beams. 

	PDSCH 1Mbps:
[image: ][image: ]

	PDCCH (40 bits, 2 symbols, 48 PRBs, aggregation level 16):
[image: ][image: ]


System Level Improvement
To support efficient dynamic and flexible power sharing between beams, e.g., satellite beam switching/hopping/scheduling may be considered. Beam hopping is a technique to solve the limitation of available power per beam. The idea is to switch on only a certain number of beams to serve only specific regions while other beams remain switched off. Hence, only a subset of all possible beams is used at a time, and the activity times and patterns may be cyclic, pre-planned, or even following traffic demand.

Example scenarios: 
· There are only a few UEs in a satellite beam coverage area while there are many UEs in different satellite beam coverage areas of the same satellite. Almost static control may be sufficient. 
· On the ocean, traffic demand occurs only when there are ships or airplanes in the satellite beam coverage area.  Satellite beams where no ships and no airplanes are active in the cover area are switched off. Almost static control may be sufficient.  
· Depending on a dynamic traffic demands in each satellite beam coverage area, the satellite beams are switched on and off, or control satellite beam on/off periodicity and/or on/off duration. Semi-static or dynamic control would be required. 
For power sharing between satellite beams based on a given total satellite power, the following approaches can be considered:
· Restrict the number of simultaneously active beams
· Reduce satellite EIRP per beam

Proposal 2: Study the feasibility of active satellite beam switching. This includes semi-static switching and dynamic switching, e.g., every slot. 

It is also noted as part of the objectives, that in the system level study R18 network energy saving techniques should be considered as baseline, which added - compared to the Cell DRX UE power saving feature of R15 - the UE ability to monitor only PDCCH in a Connected DRX mode (C-DRX). As of R18, C-DRX is basically characterized by a repetition cycle of up to 10.24 seconds within which UE may wake up for up to 1.6 seconds. An inactivity timer was added to allow UE the processing of PDCCH beyond the allocated On-duration time. 

Next, we are looking at potential approaches to combine existing DTX/DRX mechanisms in R18 NES (Network Energy Savings) with beam hopping requirements. We consider three potential approaches for system level enhancements: Cell On/Off management, SSB beam On/Off management, and Beam request from UE.

Cell On/Off management

The R18 Cell DTX/DRX mechanism in NES makes use of periodic On/Off durations but the discussion was limited only UE CONNECTED mode. RAN1 should consider how to reuse or enhance that mechanism by introducing longer DTX/DRX active time periods and more flexible cell DTX/DRX control adapted to beam-hopping requirements. A potential scenario could be that a UE wakes up in a different cell after an off period. 

Proposal 3: RAN1 should explore the connection between beam-hopping patterns and Cell DTX/DRX patterns.

SSB beam and other IDLE/INACTIVE related On/Off management within a cell 

Currently, there are 8 SSB beams for FR1, and 64 SSB beams for FR2. In terrestrial networks, a UE measures the received strength of an SSB beam during beam sweeping and reports the SSB index of the strongest beam to gNB. The communication between gNB and UE continues on that beam. In addition to SSB, other common channel required for IDLE/INACTIVE are continuously required like SIBs, Paging, Random access related procedures. For NTN, a mechanism to perform Cell DTX/DRX related to IDLE/INACTIVE is required, which would render the work scope to overlap with R19 NES work. In addition, each SSB beam On/Off may be needed. Whether backward compatibility can be kept or not to R17 UEs needs to be carefully discussed.

Proposal 4: RAN1 to explore the impact of DTX/DRX per SSB beam and related UE IDLE/INACTIVE mode UE behavior.

Beam trigger from UE 

In a traditional sense, beam-hopping as, for example, employed by DVB-S2X is controlled by the sender side. The operator provides the satellite with a beam-hopping time plan indicating which cells to illuminate at which time. Here, is the opportunity to trigger beam-hopping from the receiver-side, by a UE or groups of UE. For RRC_CONNECTED, the need of a beam is can be anticipated by the network. For R19 NES, on-demand SSB, on-demand SIB1 etc. triggered by UE is being discussed. 

Proposal 5: RAN1 may explore the need of on-demand beam-hopping interaction with R19 NES work item.  
Conclusions
Observation 1: The assumed system bandwidth and the number of simultaneously active beams have a fundamental impact on the dimensions of a satellite.

Observation 2: The necessity of enhancements depends on the level of power reduction which is required for power sharing among satellite beams. 

Proposal 1: For the study, discuss and conclude which system bandwidth, number of simultaneously active beams, and total EIRP to assume.

Proposal 2: Study the feasibility of active satellite beam switching. This includes semi-static switching and dynamic switching, e.g., every slot. 

Proposal 3: RAN1 should explore the connection between beam-hopping patterns and Cell DTX/DRX patterns.

Proposal 4: RAN1 to explore the impact of DTX/DRX per SSB beam and related UE IDLE/INACTIVE mode UE behavior.

Proposal 5: RAN1 may explore the need of on-demand beam-hopping interaction with R19 NES work item.  
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