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Introduction
As described in WID, the following objectives on model identification, data collection for UE sided model training and model transfer/delivery, need further study until the checkpoints agreed in RAN#102 [1]:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 



In this contribution, we share our views on the necessity of model identification of UE-side or UE-part of two-sided models in the context of LCM, data collection issues of UE-sided model training and models pairing issues.
[bookmark: _Toc100275784][bookmark: _Toc100275564][bookmark: _Toc100275785][bookmark: _Toc100275565][bookmark: _Toc100275786][bookmark: _Ref100589852]Discussion
Model identification
[bookmark: OLE_LINK2]In TR 38.843, there are following descriptions on the AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models[2].
	4.2.1 LCM Flavor
*****Other text is omitted*****
In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
[bookmark: OLE_LINK1]For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
After model identification, necessity, mechanisms, for UE to report updates on applicable UE part/UE-side model(s), are studied, where the applicable models may be a subset of all identified models. Applicable models can be reported by the UE.
How to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature is to be studied.  Note: it does not preclude any existing solutions.
For functionality/model-ID based LCM, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring. 
Model ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
4.2.2 Model identification
For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in the following types:
-	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling
-	The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
-	Type B: Model is identified via over-the-air signalling,
-	Type B1: 
-	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Type B2: 
-	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Note: 	This study does not imply that model identification is necessary.
One example use case for Type B1 and B2 is model identification in model transfer from NW to UE. Another example is model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer. Note: Other example use cases are not precluded. Note: Offline model identification may be applicable for some of the example use cases.
Once models are identified, at least for Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. Note: model identification using capability report is not precluded for type B1 and type B2. 
Model ID may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. Note: Details can be studied in the WI phase.


In general, an AI/ML Model (i.e., a data driven algorithm) to be identified includes a set of associated components as shown in Figure 1: a model structure, i.e., Neural Network (NN) or random forest, a dataset to train the NN, the weights of the trained NN and a compiled binary file for deployment.
[image: ]
[bookmark: _Ref131196171]Figure 1 An AI/ML Model with model structure, data set and weights in open-/proprietary-format 
Thus, in this sense, an AI/ML model can be identified with the following options as 
Option 1: A model structure + a dataset
The model structure can be preferred by the target device, e.g., a convolutional neural network (CNN) for the device with a specific AI/ML accelerator. 
The samples in dataset can be collected from the specific scenario/configuration, and with the same and enough dataset for training, the inference performance with different structures could be very close. 
Therefore, from the expected performance aspect, a well-defined dataset can be used to identify a model in some degree.
Option 2: A model structure + a set of weights
After training, a set of weights can be generated for the given model structure to obtain the optimal results of the dataset, e.g., minimum MSE. In this case, the model can be well recognized with a description in open format. 
However, because of tens of thousands of weights for a NN, it could be unrealistic to identify a model with the set of weights. 
Option 3: A compiled binary file
After compiling, a binary file is generated for the target device for inference using the data collected from air interface as input. This file can’t be recognized by the other devices, especially by different vendors. 
However, the model can still be recognized based on other approaches, e.g., the model in open format before compiling.
Then an AI/ML model is identified with the relevant information with such associated needs to be aligned on both sides. In our view, the introduction on ‘Model ID’ is expected to facilitate the following Model ID-based LCM, i.e., to align the associated assumptions as shown in Figure 1, e.g., scenario/configuration to collect samples for a dataset and preferred model structure for potential model transfer.
[bookmark: _Toc131506569]Proposal 1: Model ID can be used to facilitate the model-related information sharing between NW and UE, e.g., associated scenario/configuration to collect samples for a dataset and preferred model structure, for model-ID-based LCM.
A Type B1 model identification procedure is illustrated in Figure 2, where the models in a UE need to be identified in NW.
[image: ]
[bookmark: _Ref131263474]Figure 2 An illustration of model identification with Model ID assignment
In this illustration, there are some trained AI/ML models at the UE side with a temporary (local) ID for each model. To be managed or assisted by NW for further LCM operations, a UE needs to request for a formal Model ID on it. On the request, NW confirms, assigned a formal Model ID for that and requests for the necessary information, e.g., associated scenario/configuration to collect samples for a dataset for training. Then, UE can report the information of the model, corresponding to the Model ID.
Then, one of the following issues is when considering the necessity issue, why does NW need to know the logical models deployed in UE, and what are the benefits if NW applies model-ID-based LCM on the logical models deployed in UE?  
In following, we will discuss the motivation and potential benefits of model identification and model-ID-based LCM for different types.
[image: ]
[bookmark: _Ref158290861]Figure 3 Illustration of three model identification types with model ID
For Type A model identification, the model-related information, e.g., additional conditions, of an AI/ML model is aligned and available on both sides without the over-the-air signaling.
· For the UE-part of two-sided models, the aligned information can naturally facilitate the model pairing with a model ID for example as illustrated in Figure 3 (a). 
· For the UE-side model, the available model-related information based on the mode ID as illustrated in Figure 1 can facilitate the model-ID-based LCM, especially in use case that any assistance is needed for the model operations from NW, e.g., scenario detection for model switching. 
For Type B1 model identification with UE initialization, the model-related information can be provided and aligned over-the-air signaling.
· For UE-part of two-sided model, the pairing information needs to be provided during the identification with a given ID as illustrated in Figure 3(b). 
· For UE-side model, the model-related information can be provided without model transfer to facilitate the model-ID-based LCM, especially in the case that any assistance is needed for the model operations from NW as illustrated in Figure 2. 
For Type B2 model identification with NW initialization, the model-related information can be provided and aligned over-the-air signaling as well.
· For UE part of two-sided model, the pairing information needs to be provided during the identification as illustrated in Figure 3(c).
· For UE-side model, the model-related information can be provided together with the model transfer to facilitate the model-ID-based LCM.
For the UE-side model, the model-related information can be also provided during functionality identification, and the UE can do the model selection and switching with enough flexibility. However, for a two-sided model, to pair the models, it is necessary to align the related information. In this case, the model identification can well facilitate this. Thus, we suggest considering model identification at least for the UE-part of two-sided models.
Proposal 2: Study the model identification procedure for the UE-part of two-sided models, e.g., to assist model pairing, with the model-related information.
[bookmark: _Ref158699350]Data collection and sample labelling
The applicability of a trained model depends on the statistics of the data collected in a scenario with some (additional) conditions and configurations. Note that the statistics of the training dataset, itself, highly depend on the (additional) conditions that are relevant when the data has been collected.
[image: ]
[bookmark: _Ref126914586]Figure 4 Training a model with the different data set collected in different scenarios
One model can be trained using several datasets aiming that it can be used for different conditions/additional conditions under which the data/samples of the datasets are collected as illustrated in Figure 4.
Therefore, more complete information regarding the conditions/additional conditions under which the samples of a datasets have been collected can be helpful in determining the applicability of an AI/ML model.
Note that the conditions/additional conditions of each sample are use-case dependent and depend on even the status of a node other than the node performing the measurement. For example, when collecting CSI samples at a UE, the status/parameters/characteristics of both UE and gNB affect the statistics of the collected samples, such as the number of UE and gNB antenna ports, polarization and antenna spacing of the UE and gNB antenna, and the environment where the UE is located.   
Based on the Rel-18 SI, “conditions” are the parameters/states that can be exchanged using capability report and “additional conditions” are all other aspects that are assumed for the training of the model (e.g., collection of training dataset). Thus, the knowledge of the conditions/additional conditions under which the samples of training data have been collected is needed for determining the applicability conditions of an AI/ML model.
Proposal 3: 	Support procedures/signaling enabling UE/NW to associate the samples with the conditions/additional conditions under which the sample has been collected.
Pairing of the correct UE-side and the NW-side models
During the Rel-18 AI/ML air-interface SI, there have been discussions regarding how we can identify the correct UE and NW parts of a two-sided model (assuming that there are different models developed for different network conditions).  The following are different options have been identified to enable the UE and the NW to select a matching CSI generation and reconstruction model(s)[2].
	In CSI compression using two-sided model use case, feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB is studied. At least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
-	Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
-	Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
-	Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
-	Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
-	Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
-	Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 


As we have discussed in Section ‎2.2, a model that is trained with one/a few datasets, in fact, is optimized for the statistics of the samples exist in that dataset(s). Therefore, the applicability of each model can be determined based on the samples of the dataset(s) used for training of that model. 
Based on this, a model can be identified based on its applicable conditions/additional conditions. The advantage of this method is that during the inference, and to determine which model is applicable, there is no need for separate procedure; since as long as the UE/NW-node knows the current conditions/additional conditions it can determine which model can be used.  
Note that this conclusion is not limited to one-sided models and equivalently applicable for two-sided models and how they can be activated and paired. 
[bookmark: _Toc158650820][bookmark: _Toc158663620][bookmark: _Toc158650821][bookmark: _Toc158663621]Observation 1: The applicability of a model can be determined based on the conditions/additional conditions under which the samples of the dataset used for training of the model has been collected. 
To be more specific, we associate each sample/group of samples with conditions/additional conditions under which they have been collected. For simplicity, we use condition parameter to refer to the set of conditions/additional conditions under which they have been collected. This condition parameter can include some parameters from the UE side and also some parameters from the gNB side which has been communicated with the UE. 
Each model is then trained using one or a few datasets or subsets of datasets, therefore, it is possible to determine the condition parameter of the samples which are used to train the model. Similar to the datasets, we can associate a Metadata to a model representing the condition parameters of the samples used in training of the model. 
In summary, 
· Condition parameter of a sample: Conditions/additional conditions of the UE and gNB under which a set of samples are collected. 
· Model Metadata: a set of condition parameters of samples used during the training of the model.
For example, for the CSI compression use-case, consider a UE which collects data under two different conditions, like two different bandwidths. In this case, a UE can associate the collected samples at a first period with a condition parameter like, {#ofUEantennaPort and Polarization, Carrierfrequency1, Bandwidth1, Rank1, #ofgNBantennaPort1 and Polarization1} and in the other period with another condition parameter like, {#ofUEantennaPort and Polarization, Carrierfrequency1, Bandwidth2, Rank1, #ofRxantennaPort1 and Polarization1}. For simplicity, we can also represent the first condition parameter with ID-1 and the second condition parameter with ID-2.
The UE can then create a dataset contains all these samples and their associated condition parameter and send it to a gNB side node for training. The gNB side node may also receive datasets form other UEs and then create one model, e.g., , using data samples of bandwidth 1 and 2. The trained model then is applicable for both condition parameters, and therefore, the model metadata would be the set of two condition parameters, or for simplicity we can represent using ID-1 and ID-2, i.e.,  .
We note that here we are not assigning a new ID or parameters to  and its metadata is generated from the condition parameters of the samples used for training of the model.
With this information, during the inference time, the UE can determine its current condition parameter based on its current parameters (Conditions/additional conditions) and also current parameter (Conditions/additional conditions) from the gNB side which has been communicated with the UE. The UE can then compare the current condition parameter with the Metadata of the models it has and select the model which is the best match.
Similar scheme can be applied for two-sided models as the encoder models and the decoder model each will be associated with the metadata showing the condition parameters of the samples of the dataset they have been trained for. 
During the inference phase, the current condition parameters of the UE and the gNB is based on the parameters of both UE and gNB, therefore, after they select their appropriate model based on the metadata of their available model and their current condition parameters, the activated model will be the correct pair. 
So, by associating the conditions/additional conditions to the samples during data collection, it can be directly used as the pairing information needed for determining the correct matching encoder/decoder models.
[bookmark: _Toc158085949][bookmark: _Toc158086043][bookmark: _Toc158650822][bookmark: _Toc158663622]Proposal 4: Support definition of pairing information based on the conditions/additional conditions assigned to the samples of the datasets used for training of the model.
Conclusion
In this contribution, we share our views on our views on the necessity of model identification of UE-side or UE-part of two-sided models in the context of LCM, the data collection issues of UE-sided model training and pairing issues with following observation and proposals:
Observation 1: The applicability of a model can be determined based on the conditions/additional conditions under which the samples of the dataset used for training of the model has been collected. 
Proposal 1: Model ID can be used to facilitate the model-related information sharing between NW and UE, e.g., associated scenario/configuration to collect samples for a dataset and preferred model structure, for model-ID-based LCM.
Proposal 2: Study the model identification procedure for the UE-part of two-sided models, e.g., to assist model pairing, with the model-related information.
Proposal 3: 	Support procedures/signaling enabling UE/NW to associate the samples with the conditions/additional conditions under which the data/sample has been collected.
Proposal 4: Support definition of pairing information based on the conditions/additional conditions assigned to the samples of the datasets used for training of the model.
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