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Introduction
[bookmark: _Hlk115101442]In Rel-18, AI/ML-based CSI feedback enhancements were discussed, where the study included both spatial-frequency CSI feedback compression and temporal CSI prediction. The discussion on AI/ML-based CSI prediction has been brief, for instance the study on the corresponding specification impact only started at RAN1#114 [1]. The following was concluded in RAN1#115 [2]:
	[bookmark: _Hlk142313115]Agreement
Capture the following summary in Section 8 of the 3GPP TR 38.843 on AI/ML based CSI prediction sub-use case.
The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
· Performance compared with baseline is summarized in clause 6.2.2.8 of TR 38.843.
· Potential specification impact on data collection and performance monitoring are discussed in section 7.2.2 of TR 38.843. 

Agreement
Capture the following text for CSI prediction summary agreed in RAN1 115, for section 8 of TR38.843.
The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
· Evaluation has been performed to assess AI/ML based CSI prediction from various aspects, including performance compared to baseline, model input/output type, generalization over UE speed, etc. Some aspects are studied but lack observations, including scalability over various configurations and generalization over other scenarios and approach of fine tuning. Performance monitoring accuracy is not evaluated.  
· Performance compared with baseline is summarized in clause 6.2.2.8 of TR 38.843.
· Potential specification impact on data collection and performance monitoring are discussed in section 7.2.2 of TR 38.843. 
· Limited specification aspects were considered.

Agreement
Capture the following conclusion in section 8 of the TR 38.843
· From RAN1 perspective, there is no consensus on the recommendation of CSI prediction for normative work.
· The reason for the lack of RAN1 consensus on the recommendation of CSI prediction for normative work is due to 
· Lack of results on the performance gain over non-AI/ML based approach and associated complexity
· Other aspects that require further study/conclusion are captured in the summary.




It was later decided to extend the study of AI/ML-based CSI enhancements to Rel-19, including both issues mentioned above. The following was agreed in RAN#102 [3]:
	[bookmark: _Hlk142324962]Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 



[bookmark: _Hlk100228640]In this document we discuss AI/ML-based CSI prediction enhancement.
Scope of AI/ML-based CSI prediction
2.1 Model training and interference side
Based on discussions in Rel-18 [4], a one-sided AI/ML model comprises two procedures, a model training procedure to characterize the AI/ML model and an inference procedure to characterize the model output based on both the characterized AI/ML model and the model input. Note that the model training and inference procedures may not reside on the same side, which requires a model delivery framework from one side to another. Since model delivery is discussed in parallel in Agenda 9.1.3.3, we focus on scenarios where the model training and inference occur on the same side, i.e., both occur at either the network side or the UE side. 
Only one-sided AI/ML models where model training and inference are pursued on the same side, i.e., UE side or NW side, are considered for AI/ML-based CSI prediction
Moreover, CSI prediction can be discussed for two different duplexing modes: FDD and TDD modes. In TDD mode, a NW-based CSI prediction model based on SRS configured with antenna switching suffices to obtain both training data (based on collection of reciprocity-based CSI measurements via prior SRS received at the NW), and input data based on SRS from the UE of interest, i.e., the UE that is targeted for CSI prediction. Note that either cell-specific AI/ML models where the model training is based on a collection of SRS measurements from multiple UEs in the cell, or UE-specific AI/ML models, where the AI/ML model is refined via labeled dataset points corresponding to prior SRS measurements from the UE of interest, are possible. 
Both cell-specific and UE-specific AI/ML model for CSI prediction can be supported for networks operating in TDD mode
Note that for AI/ML-based CSI prediction, enhancements to the SRS configuration to capture a burst of measurements may be needed. The enhancements depend on the side of the model training/inference, as well as the target UE speeds for CSI prediction, which impacts the channel coherence time and in turn the corresponding CSI prediction time window. Moreover, for model monitoring, the network can compare the DL precoder corresponding to the AI/ML-based CSI prediction model for the kth slot for DL in the future with a nominal DL precoder based on SRS received at the closest UL slot to the kth slot for UL. Clearly, since UL and DL slots in TDD mode are disjoint, exact comparison of the actual DL CSI based on SRS with the predicted PMI for DL over the same slot is not possible. Moreover, the model monitoring on the NW side would be based on intermediate KPI(s), e.g., GCS of the precoding vector based on current SRS vs. predicted precoding vector based on previous SRS, or a comparison of the nominal DL throughput estimate that is approximated at the UE assuming a hypothetical UE receiver. The previous monitoring metrics are suboptimal, and a UE-based monitoring would provide better performance at the expense of more UE feedback. 
For AI/ML-based CSI prediction in TDD mode, SRS configuration enhancements and model monitoring enhancements can improve the CSI prediction performance
In our opinion, discussions on AI/ML-based CSI prediction enhancements in TDD mode should be deprioritized since the legacy NR specification suffices to support one implementation of the framework. The AI/ML-based CSI prediction framework in TDD mode, specifically SRS enhancements and monitoring enhancements can be considered based on time availability, after discussion on CSI prediction in FDD mode is concluded.
The study of AI/ML-based CSI prediction in TDD mode is deprioritized
On the other hand, for networks operating in FDD mode, instantaneous CSI is available at the UE via DL RSs, mainly NZP CSI-RSs, and hence the UE is expected to play a more active role in the CSI prediction process. In the sequel, we discuss two possible implementations: 
· UE-based CSI prediction: the AI/ML-based CSI prediction model resides at the UE side, and the UE feeds back a CSI report comprising PMI to the network for a time window whose duration extends after the CSI reference resource 
· NW-based CSI prediction: the AI/ML-based CSI prediction model resides at the NW side, and the UE feeds back a CSI report comprising channel measurements for a time window that precedes the CSI reference resource
In the remainder of this document, we discuss different aspects of both design frameworks when applicable, including the CSI feedback format, the configuration of the time window, and the dataset collection/delivery. 
Note that for either implementation of CSI prediction for FDD mode, an enhanced CSI-RS configuration that improves the inference process for CSI prediction may be needed. In the Rel-18 MIMO WI, a new CSI-RS configuration comprising multiple AP CSI-RS resources triggered via a common trigger was introduced, where the AP CSI-RSs are transmitted in consecutive slots or every other slot. In our opinion, the Rel-18 CSI-RS configuration for Doppler codebook should be used as a baseline for the study. Whether/How updated CSI-RS configurations need to be studied can be decided later
The Rel-18 CSI-RS configuration for Doppler codebook is used as a baseline for the study of AI/ML-based CSI prediction in FDD mode

2.2 Observation/Prediction windows for CSI prediction
One important aspect of CSI prediction is the observation and prediction windows corresponding to CSI prediction, where the observation window corresponds to the time duration corresponding to a CSI measurement occasion based on DL CSI-RS transmission, and the prediction window corresponds to the time duration that corresponds to the predicted CSI feedback, i.e., the future time duration in which the CSI feedback is valid. In Rel-18, both the observation window and prediction window for CSI prediction were specified for CSI enhancements for high-speed UEs [5]. The design outline is as follows:
· Observation window: This is the time interval in which the UE is expected to receive a burst of CSI-RS transmissions. Two alternatives were proposed: 
· Alt1. A number p of CSI-RS transmission occasions of a periodic/semi-persistent CSI-RS resource.
· Alt2. A number κ of aperiodic CSI-RS resources with a spacing of m slots between two consecutive CSI-RS transmissions, where , based on RRC configuration.
· Prediction window: This corresponds to WCSI slots for which the UE feeds back the CSI report quantities, e.g., PMI corresponding to the precoding vectors, where . The value N4 is the number of precoding vectors fed back in one CSI report across time domain, and d is a number of slots over which the same precoding vector is valid. The value of d is configurable and upper bounded by the value of m.
Note that for UE-based CSI prediction, both the observation and prediction windows need to be configured, whereas in NW-based CSI prediction, only the observation window is configured, and the UE feeds back the CSI corresponding to the observation window, where the network pursues the CSI prediction. Given that, we propose studying potential configurations of the observation and prediction windows for UE-based and NW-based CSI prediction, if applicable
For UE-based CSI prediction, both the observation window and the prediction window are configured, whereas for NW-based CSI prediction, only the observation window is configured, and CSI corresponding to the observation window is fed back to the network 
Study potential configurations of the observation window and the prediction window for both UE-based and NW-based CSI prediction, if applicable
2.3 Training dataset transfer and format
For NW-based CSI prediction, a methodology for dataset transfer in a concise way is needed, which includes transforming the dataset point to a concise format. Different alternatives exist for dataset signaling between the UE and the network side, as follows:
· Alt1: Proprietary signaling. The CSI dataset is transferred without specification impact using non-3GPP framework.
· Alt2: Legacy CSI-dataset feedback. The training dataset is inferred from a collection of CSI feedback occasions based on legacy NR codebook-based CSI reporting.
· Alt3: Explicit CSI dataset feedback. The training dataset is signaled via enhanced 3GPP-based dedicated signaling over UL channel(s).
Note that more than one technique for training dataset signaling may be needed based on the requirements on the dataset size and the latency. For instance, Alt1 (proprietary signaling) of the training dataset is suitable for initial training phases, however it may not be suitable for other stages of the LCM, e.g., model adaptation/update due to latency requirements which may be challenging to meet using proprietary signaling. Alt2, on the other hand, can help provide training dataset delivery without additional specification impact, however the resolution of the dataset points is bounded by the legacy PMI codebook resolution which may be insufficient to build/train AI models with good performance. However, legacy codebook resolution may suffice to provide auxiliary/side information that is less sensitive to CSI resolution, e.g., large-scale channel fading parameters. Alt3 can be supported as part of the LCM of the AI model for dataset update and/or validation. Similar to AP CSI reporting over PUSCH under DCI format 0_2, the training dataset can be carried over a PUSCH that is dedicated for training data feedback, i.e., carries no UL data, which can be supported during periods of low network load. 
[bookmark: _Toc127529466]For NW-based CSI prediction in FDD mode, evaluate schemes related to transfer of CSI dataset for different stages of the LCM
For NW-based CSI prediction in FDD mode, evaluate the following CSI training data signaling techniques:
· Alt1. Proprietary signaling via non-3GPP techniques
· Alt2. Legacy CSI dataset feedback where the NR codebook-based CSI is utilized as CSI training data
· Alt3. Explicit CSI-dataset feedback via enhanced 3GPP-based signaling of the CSI training data

One other important aspect of training data signaling is the format in which the training dataset points are signaled, which also has some correspondence with the format of the input to the AI model. The following alternatives are provided for CSI data format:
· Alt-A: Legacy codebook-based dataset points. The training dataset is in a form of a collection of codebook-based CSI feedback occasions corresponding to legacy NR codebook types.
· Alt-B: High-resolution codebook-based dataset points. The training dataset corresponds to codebook-based CSI feedback information with improved resolution, e.g., a variant of Rel-16 eType-II codebook with new/larger parameter values to achieve higher resolution of the CSI dataset labels, e.g., larger values of L,, , and amplitude/phase quantization levels.
· Alt-C: Floating point representation of raw CSI data. The training dataset corresponds to raw CSI, e.g., raw channel matrix or channel eigenvectors that are depicted based on a floating-point representation format. 
As discussed in the previous section, Alt-A represents the CSI training data in the same format as that of legacy CSI feedback and hence less specification impact is needed, however the data resolution based on legacy codebooks may be insufficient to build/train AI models with good performance, and can only be used as auxiliary/side information for acquisition of large-scale channel parameters that are less sensitive to the CSI feedback resolution, e.g., statistical channel delay and/or Doppler characteristics. Alt-C provides the best CSI representation where the CSI mismatch between actual CSI values and training dataset can be made as small as possible via tuning the floating-point representation, however Alt-B is easier to implement due to the similarity of the corresponding dataset generation to the codebook-based CSI feedback techniques that are currently implemented in device chipsets, in addition to its higher resolution compared with that of Alt-A. Therefore, further evaluation of the training data format is needed based on the alternatives provided above.
For NW-based CSI prediction in FDD mode, evaluate the following CSI training data formats:
· Alt-A. Legacy codebook-based dataset points generated via multiple occasions of NR codebook-based CSI feedback
· Alt-B. High-resolution codebook-based dataset points generated via high-resolution variants of NR-based CSI codebooks
· Alt-C. Floating point representation of raw CSI data, e.g., raw channel matrices or sets of channel matrix eigenvectors 

2.4 CSI feedback format of CSI prediction
Based on the Rel-18 study on AI/ML-based CSI framework, the input of the AI/ML model for CSI prediction can be in the form of the channel matrix, or the eigenvectors of the channel. In this section, we discuss another important aspect, which is the format of the CSI feedback for CSI prediction. In legacy CSI feedback schemes, the CSI feedback is mainly reported in a format corresponding to quantized coefficients of the precoding matrix, which is associated with a pre-defined number of subbands (single subband in case of wideband reporting). To ensure a fair comparison between the proposed AI-based CSI prediction scheme and legacy CSI feedback, the CSI feedback format under the proposed CSI prediction framework should match that of the legacy CSI feedback, i.e., the predicted CSI is reported in a form of a precoding matrix associated with a pre-configured number of sub-bands of a given bandwidth. Moreover, the PMI format over the spatial domain and the frequency domain should be similar to that of legacy PMI, i.e., reusing the DFT-based spatial-domain compression and frequency-domain compression, if applicable. Reusing the legacy CSI feedback format with respect to the CSI fields, and the space and frequency domain transformations of the PMI, is an important aspect to ensure that gains from AI-based CSI prediction stem from the time-domain processing of the channel, which is the main objective of the study of this sub-use case scenario.
The legacy Type-II CSI feedback format is used as the baseline for CSI feedback for AI-based CSI prediction, at least with respect to the configured CSI fields, the spatial domain and frequency domain representation within the PMI
As mentioned previously, the CSI feedback content in the CSI report depends on whether UE-based CSI prediction or NW-based CSI prediction is supported. For instance, under UE-based CSI prediction, the UE only needs to feed back information corresponding to the RI(s), PMI(s) and CQI(s) corresponding to the prediction window duration. This approach resembles the Rel-18 framework for codebook-based CSI reporting for predicted PMI, where the PMI coefficients are DFT-transformed in time domain to reduce the CSI payload. Note that this time-domain DFT transformation is a suboptimal solution that was supported in Rel-18 codebook design to maintain the linearity of the codebook with respect to spatial/frequency/time domain transformation. On the other hand, AI/ML models for CSI prediction may be able to derive a better representation of the predicted CSI with concise amount of CSI feedback via non-linear transformation of the PMI coefficients in time domain. Given that, the CSI feedback format for CSI prediction needs to be further studied, at least with respect to time-domain representation of the CSI feedback corresponding to PMI. The Rel-18 codebook design for predicted PMI with time-domain DFT transformation can be considered a baseline for the study. 
For UE-based CSI prediction, study potential enhancements of the CSI feedback format for predicted CSI, at least with respect to time-domain representation
Under NW-based CSI prediction, the CSI feedback corresponds to the observation window, i.e., the duration prior to the CSI reference resource, and is used as input to the AI/ML model at the NW side for inference. Given that, for NW-based CSI prediction, the CSI feedback may either take on a similar format to Rel-18 CSI feedback, or a new format, e.g., explicit channel matrix coefficients, eigenvectors of the channel, or an explicit time-domain channel autocorrelation feedback. In either case, the CSI feedback would comprise a burst of CSI realizations over the time domain corresponding to the observation window, based on the NW-side AI/ML model input format. While the NW-side AI/ML model design aspects should be left for implementation via network vendors, the AI/ML model input may need to be standardized to enable vendor-independent operability of the NW-based CSI prediction. 
For NW-based CSI prediction, study potential enhancements of the CSI feedback format for predicted CSI, including explicit channel matrix feedback, eigenvectors of the channel, or explicit time-domain channel autocorrelation feedback
Additionally, further design details regarding the CSI feedback for either UE-based or NW-based CSI prediction needs to be addressed, for example:
· Whether a new codebook type, e.g., a Type-III codebook, is introduced corresponding to the AI-based CSI feedback report
· Whether/What new CSI fields are introduced in the CSI report, as configured in the CSI reporting setting, e.g., channel correlation, eigenvector-based feedback or explicit channel matrix feedback
· Whether a computational complexity metric, e.g., number of CPUs, that quantifies measurements and/or computations corresponding to an AI-based CSI report, as well as the number of AI-based CSI reports that can be computed by the UE simultaneously across one (or all) CCs
· Whether/How the CSI fields are ordered/mapped in the AI-based CSI report
[bookmark: _Toc100923939][bookmark: _Toc100924005][bookmark: _Toc102128547][bookmark: _Toc102128594]Study potential CSI report characteristics for NW-based CSI prediction, including (but not limited to) the supported codebook type, the CSI fields and their respective mapping orders, and the CPU calculation for AI/ML-based CSI prediction  

2.5 Performance monitoring of AI/ML-based CSI prediction
[bookmark: _Hlk157970552]As mentioned above, the CSI feedback corresponding to CSI prediction comprises a set of CSI parameters corresponding to multiple slots in time, where the CSI parameters correspond to the prediction window and the observation window in case of UE-based CSI prediction and NW-based CSI prediction, respectively. For efficient performance monitoring, a comparison of the ground truth CSI and the AI/ML model output, whether at the network side or at the UE side, is needed. Hence, the supported performance monitoring framework depends on the model training/inference side, i.e., whether NW-based or UE-based CSI prediction is supported. 
The performance monitoring framework depends on the model training/inference side, i.e., whether the AI/ML model is deployed on the UE side or the network side
Note that model monitoring can enable model adaptation based on the predicted CSI quality, where the performance monitoring outcome may include the following levels:
· Level-0: No AI model change. This applies when the performance based on the same AI/ML model is stable.
· Level-1: CSI parameters update. Under this level, the AI/ML model is unchanged, but a few parameter changes are applied, e.g., modifying the quantization resolution.
· Level-2: Model parameters update. Under this level, the structure of AI/ML model is unchanged, but some weights or parameters of the AI/ML model are updated. 
· Level-3: AI model switching. Switching from one AI/ML model to another from a set of pre-configured AI/ML models to track changes in channel, e.g., change in channel conditions from LoS to NLoS and vice versa.
· Level-4: Fallback to non-AI scheme. This is the most extreme scheme adaptation level possible, in which the UE is switched to a legacy non-AI/ML CSI feedback scheme, e.g., Rel-18 Type-II Doppler codebook.
Study the specification impact corresponding to AI/ML model monitoring, considering the following monitoring decisions: (i) No model change, (ii) CSI parameters update, (iii) Model parameter update, (iv) Model switching, and (v) Fallback to non-AI/ML scheme
For NW-side CSI prediction, the CSI prediction is based on CSI feedback corresponding to the observation window. Given that, the network can pursue performance monitoring without additional CSI feedback via comparing the AI/ML model output intended for DL precoding at time unit  based on CSI feedback at time t, with the UE-based CSI feedback at time . Under this scenario, the performance monitoring quality is restricted with the CSI feedback resolution, which can be reduced for CSI payload reduction. Moreover, the NW-based performance monitoring would ignore the impact of UE-based receive filtering for DL reception, which can impact the performance monitoring precision.
NW-based performance monitoring precision without dedicated feedback from the UE is restricted by the CSI feedback resolution in addition to the network-side knowledge of the UE receive filter applied for DL reception at the UE
In case additional CSI feedback is allowed for performance monitoring, the UE can improve the performance monitoring outcome by providing side information corresponding to the precoded DL signal received at the UE. Further details of the performance monitoring framework for NW-based CSI prediction is FFS.
Study potential specification impact for improved performance monitoring under NW-based CSI prediction  
[bookmark: _Hlk118221665]On the other hand, for UE-based prediction, the UE possesses both the ground truth CSI, e.g., CSI measured without prediction based on observation window at time unit , and the AI/ML model output, e.g., predicted CSI for time unit  based on an earlier observation window at time t, and is hence expected to be pursued at the UE. For CSI prediction performance evaluation, intermediate KPI, e.g., GCS between the precoding vectors under comparison, can be used. For performance monitoring evaluation, three reference time instants can be considered at: (i) the first slot, (ii) the median slot, and (iii) the last slot of the prediction window.
For performance monitoring under UE-based CSI prediction, three reference time instants are considered: (i) at the first slot of the prediction window, (ii) at the median slot of the prediction window, and (iii) at the last slot of the prediction window
While the CSI feedback overhead can be reduced with explicit performance monitoring feedback, i.e., the UE feeds back the model monitoring recommendation to the network, this restricts the network flexibility with respect to analyzing the performance and further assessing the monitoring decision. One solution can be configuring the UE to monitor a set of configured events defined by the network, where the UE can report side information corresponding to the configured event with different level of detail based on tunable CSI feedback resolution. Further discussion is needed on how such events are defined, in addition to the corresponding CSI feedback format for performance monitoring. Given that, we have the following proposal.
For performance monitoring under UE-based CSI prediction, study and evaluate the pros and cons of the following alternatives:
· Implicit performance monitoring: the UE feeds back CSI measurements based on CSI report quantities or intermediate KPIs that enable the network to derive performance monitoring decisions
· Explicit performance monitoring: the monitoring feedback includes performance monitoring recommendation based on a set of network-configured performance monitoring metrics
[bookmark: _Toc100923943]Conclusion
[bookmark: _Hlk100923477][bookmark: _Toc100924111][bookmark: _Toc100924138][bookmark: _Toc100924174]This contribution addressed AI/ML-based CSI feedback enhancements. We have the following observations:
1. Both cell-specific and UE-specific AI/ML model for CSI prediction can be supported for networks operating in TDD mode
1. For AI/ML-based CSI prediction in TDD mode, SRS configuration enhancements and model monitoring enhancements can improve the CSI prediction performance
1. For UE-based CSI prediction, both the observation window and the prediction window are configured, whereas for NW-based CSI prediction, only the observation window is configured, and CSI corresponding to the observation window is fed back to the network
1. The performance monitoring framework depends on the model training/inference side, i.e., whether the AI/ML model is deployed on the UE side or the network side
1. NW-based performance monitoring precision without dedicated feedback from the UE is restricted by the CSI feedback resolution in addition to the network-side knowledge of the UE receive filter applied for DL reception at the UE
Furthermore, we have the following proposals:
1. Only one-sided AI/ML models where model training and inference are pursued on the same side, i.e., UE side or NW side, are considered for AI/ML-based CSI prediction
1. The study of AI/ML-based CSI prediction in TDD mode is deprioritized
1. The Rel-18 CSI-RS configuration for Doppler codebook is used as a baseline for the study of AI/ML-based CSI prediction in FDD mode
1. Study potential configurations of the observation window and the prediction window for both UE-based and NW-based CSI prediction, if applicable
1. For NW-based CSI prediction in FDD mode, evaluate schemes related to transfer of CSI dataset for different stages of the LCM
1. For NW-based CSI prediction in FDD mode, evaluate the following CSI training data signaling techniques:
· Alt1. Proprietary signaling via non-3GPP techniques
· Alt2. Legacy CSI dataset feedback where the NR codebook-based CSI is utilized as CSI training data
· Alt3. Explicit CSI-dataset feedback via enhanced 3GPP-based signaling of the CSI training data
1. For NW-based CSI prediction in FDD mode, evaluate the following CSI training data formats:
· Alt-A. Legacy codebook-based dataset points generated via multiple occasions of NR codebook-based CSI feedback
· Alt-B. High-resolution codebook-based dataset points generated via high-resolution variants of NR-based CSI codebooks
· Alt-C. Floating point representation of raw CSI data, e.g., raw channel matrices or sets of channel matrix eigenvectors
1. The legacy Type-II CSI feedback format is used as the baseline for CSI feedback for AI-based CSI prediction, at least with respect to the configured CSI fields, the spatial domain and frequency domain representation within the PMI
1. For UE-based CSI prediction, study potential enhancements of the CSI feedback format for predicted CSI, at least with respect to time-domain representation
1. For NW-based CSI prediction, study potential enhancements of the CSI feedback format for predicted CSI, including explicit channel matrix feedback, eigenvectors of the channel, or explicit time-domain channel autocorrelation feedback
1. Study potential CSI report characteristics for NW-based CSI prediction, including (but not limited to) the supported codebook type, the CSI fields and their respective mapping orders, and the CPU calculation for AI/ML-based CSI prediction
1. Study the specification impact corresponding to AI/ML model monitoring, considering the following monitoring decisions: (i) No model change, (ii) CSI parameters update, (iii) Model parameter update, (iv) Model switching, and (v) Fallback to non-AI/ML scheme
1. Study potential specification impact for improved performance monitoring under NW-based CSI prediction
1. For performance monitoring under UE-based CSI prediction, three reference time instants are considered: (i) at the first slot of the prediction window, (ii) at the median slot of the prediction window, and (iii) at the last slot of the prediction window
1. For performance monitoring under UE-based CSI prediction, study and evaluate the pros and cons of the following alternatives:
· Implicit performance monitoring: the UE feeds back CSI measurements based on CSI report quantities or intermediate KPIs that enable the network to derive performance monitoring decisions
· Explicit performance monitoring: the monitoring feedback includes performance monitoring recommendation based on a set of network-configured performance monitoring metrics
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