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[bookmark: _Toc159231752][bookmark: _Toc159231850][bookmark: _Toc159240752]Introduction
RAN #102 meeting approved the Rel-19 WI on AI/ML for NR Air Interface [1], based on the AI/ML techniques to NR air interface has been studied in FS_NR_AIML_Air [2]. In this contribution, we discuss the enhancements related to AI/ML for positioning and the work item objectives related to AI/ML positioning sub-use cases. The objectives are indicated in the following.: 

	Objectives in RP-234039
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

… text omitted ...

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· [bookmark: _Hlk157517850]Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

… text omitted ...

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
… text omitted ...
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

….… text omitted ...

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 




We organize this technical document on some sections to highlight our main proposals and observations. In Section 2, we propose the scope that the work item on AI/ML positioning may follow. In Section 3, we address the main aspects related to UE-side model direct AI/ML (Case 1). In Section 4 and Section 5, we provide relevant aspects to NW-side model use cases (Case 3a and Case 3b). In Section 6, we address generic aspects that applies to all use cases that are not discussed in previous sections. In Section 7, we provide a conclusion of this contribution. Finally, the references used in this technical document are listed in Section 8. 
[bookmark: _Toc159231753][bookmark: _Toc159231851][bookmark: _Toc159240753]Scope of the work
Considering the WI objectives listed in [1], the scope of the AI/ML positioning work item shall be focused on:

· The scope of AIML positioning should be based on the agreements/conclusions of Rel. 18 study item. Mainly considering aspects related to AI/ML positioning evaluations and AI/ML positioning specification impacts. For example, Case 1 (direct AI/ML positioning) with scenarios considering overhead reduction as number of TRPs, number of consecutive time domain samples.
· For inference, prioritized sub-use cases consider model deployment in the UE-side, LMF-side, and gNB-side. Between them, the UE-side has more relevance from RAN1 perspective. For this reason, we propose to prioritize as starting point of discussion the Case 1 (direct AIML-positioning). 
· For UE-side model inference, specification support for enabling monitoring operation requires modification to NR measurements and reporting frameworks. In this matter, legacy measurements should be enhanced and extended if necessary to avoid substantial changes to the NR specification.
· On performance monitoring, the monitoring metric calculation entity, and the entity on providing the outcome of performance monitoring should be considered for Case 1 (direct AI/ML positioning). In addition, common monitoring metrics shall be discussed between companies based on a short study on monitoring. 
· On handling additional conditions, RAN1 discussed four approaches to ensure consistency between training and inference regarding NW-side additional conditions, which are 1) Model identification, 2) Model training at NW and transfer to UE, 3) Information and/or indication on NW-side additional conditions is provided to UE, and 4) Consistency assisted by monitoring. In the WI objectives, study or specification work on these approaches are also mentioned under some other bullets (e.g., model identification, model transfer, applicable functionality reporting, consistency assisted by monitoring) and it is not clear the exact AI/ML positioning related scope on these approaches. To our reading, at least in the beginning of the WI, AI/ML positioning related discussions should not define specification support for model identification or model transfer approaches until the related study objectives are finalized. However, information on NW-side additional conditions provided to the UE and consistency assisted by monitoring or indications coming from the LMF can be considered in the beginning of the WI and specification support can be considered. 
· On LCMs, Rel-18 study item discussed two approaches, functionality-based LCM and model-ID-based LCM, and both LCM flavors were also considered together in certain discussions. Discussion of Model-ID-based LCM for AI/ML positioning use case is not feasible at the beginning of the WI, it is because the study objective on model identification shall be finalized prior to any further step. Our interpretation is that model inference, performance monitoring, data collection, other related discussions are specific to individual use cases. Also, functionality refers to a legacy like configurations that enabling the use-case, where AI/ML positioning functionality shall be built by reusing the legacy positioning. To support any missing functionality-based LCM procedures, RAN1 should initially assume LCMs are based on the legacy positioning framework. 
· On data collection aspects for inference and training, ground-truth labels, measurements, and their respective quality indicator require special attention. For training data collection RAN1 should be limited to discuss the data content, for example training the ground-truth label and corresponding label quality indicator shall consider the dataset size conditioned to uniform UE distribution to improve the model training. For measurements data collection, legacy measurements shall be prioritized to reduce the specification impact dataset quality indicators. 

In summary, we have the following proposal such that RAN1 clarify the AI/ML positioning work scope to ensure that specification work in this WI will be completed on time.


[bookmark: _Toc159231852]RAN1 to consider the following scope to discuss the specification support for UE-side model - Case 1 direct AI/ML positioning
1. Inference operation
a. Inference input and output
b. Measurements/reporting enhancements on legacy positioning measurement and reporting framework (e.g., LPP)
c. Enhancements to legacy positioning framework (e.g., LPP) to enable inference
2. Performance monitoring
a. Monitoring metric(s) 
b. Entity deriving monitoring metric
c. Entity determining decision based on monitoring outcome
d. Enhancements to legacy positioning framework (e.g., LPP) to enable monitoring.
3. Data collection
a. Necessary content data for training
b. Entity, criteria, and positioning methods to generate ground truth for monitoring purposes.
c. Enhancement on legacy positioning framework (e.g., LPP) enabling generation of ground truth for monitoring purposes.
4. Methods of handling of additional conditions
a. Consider four approaches listed in TR 38.843
b. Note: model identification approach and model transfer approach to be discussed only after related study objectives are finalized.
5. LCM aspects
a. Functionality-based LCM: Legacy positioning framework shall be reused as much as possible.
b. RAN1 should wait for the progress in other Agenda Item “9.1.3.3 Other aspects of AI/ML model and data” before discussing model-ID based LCM aspects.


[bookmark: _Toc159231853]RAN1 to consider the following scope to discuss the specification support for gNB-side model (Case 3a) and LMF-side model (Case 3b).
1. Inference operation
a. Model inference input and output
b. Measurements/reporting enhancements on legacy positioning measurement and reporting framework (e.g., NRPPa).
c. Enhancements to legacy positioning framework (e.g., NRPPa) to enable inference.



[bookmark: _Toc159231754][bookmark: _Toc159231854][bookmark: _Toc159240754]UE-sided - Direct AI/ML (Case 1) 
During the study item several cases were considered with UE-side model deployment, however, only Case 1 with direct AI/ML was prioritized in [1]. 

In Case 1, the measurements, done in the UE-side, are generated based on downlink PRS channel observations (e.g., RSRPP). In addition, the output of the AI/ML-model is the UE location. An illustration of Case 1 with direct AI/ML positioning is given in Figure 1.   
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Description automatically generated]
[bookmark: _Ref157524396]Figure 1 - Case 1 direct AI/ML positioning with UE-side model.

Many evaluations results were done during the study item to consider the performance of direct AI/ML on different scenarios and imperfections. Based on this outcome already disclosed in [2], specific aspects on inference, performance monitoring, data collection and LCM aspects are disclosed in the following sub sections. 
Inference Operation 
The inference operation is discussed in this subsection following three important aspects, such as AI/ML model inference input, AI/ML model inference output, and signaling and procedures for inference. In each of these aspects the discussion is driven by reducing as much as possible the specification impact. 

AI/ML model inference input
For case 1 direct AI/ML positioning, the inference input is based on the local UE measurements, which is internally available at UE. The necessary measurement(s) for the model input are performed by UE using the DL PRS transmitted by TRP(s). 

[bookmark: _Hlk157531091]At some point, the input inference measurement does not have specification impact. However, it has specification impact on some monitoring cases in which the UE may be assisted by the LMF and a reporting of the respective measurement needs to be done. Under this context, it is beneficial to standardize input measurements for Case 1 direct AI/ML. 

In general, the reciprocity between measurements used across all sub-use cases should be maintained avoiding additional specification impact. 


[bookmark: _Toc159231755][bookmark: _Toc159240755]In Case 1, as performance monitoring needs to be specified for Case 1 direct AI/ML, the measurements used for inference and monitoring need to be aligned and consequently specified, e.g., UE may report to LMF the same measurements used for inference during performance monitoring procedures.
[bookmark: _Toc159231855]For Case 1 direct AI/ML positioning, RAN1 to consider in the normative work that the input used for inference may not consider new measurements. 

For Case 1 direct AI/ML, only the downlink PRS was used as reference signal to generate measurements during the study item. In this regard, to retain legacy specification and not to add another specification impact, no other reference signal may be considered in the work item.

[bookmark: _Toc159231856]For Case 1 direct AI/ML positioning, the reference signal used for measurements corresponding to model input is only DL PRS.

During the study item, it has been identified that the model input could be a new measurement such as DL CIR/PDP/DP, as well as an existing measurement as RSRPP. Nevertheless, it is worth clarifying that the legacy RSRPP measurements for positioning already correspond to what has been identified as CIR measurements without phase information. The difference between RSRPP and PDP measurements is that RSRPP is limited on the number of reporting delays (only 9 taps may be reported by RSRPP). A complete comparison between RSRPP and measurements considered in the SI are mapped in Table 1.

[bookmark: _Ref159148126]Table 1 - Information reported by Measurements considered in the SI and the legacy measurement RSRPP.
	Information Type
	Model input types considered in the study item
	Legacy Measurement

	
	CIR
	PDP
	DP
	RSRPP

	Phase information
	Yes
	No
	No
	No

	Delay information
	Yes
	Yes
	Yes
	Yes

	Power information
	Yes
	Yes
	No
	Yes



The RSRPP measurement is already part of the legacy positioning, it is defined in [3] and [4] as follows:
	DL PRS reference signal received path power (DL PRS-RSRPP)

	 Definition
	DL PRS reference signal received path power (DL PRS-RSRPP), is defined as the power of the linear average of the channel response at the i-th path delay of the resource elements that carry DL PRS signal configured for the measurement, where DL PRS-RSRPP for the 1st path delay is the power contribution corresponding to the first detected path in time.

For frequency range 1, the reference point for the DL PRS-RSRPP shall be the antenna connector of the UE. For frequency range 2, DL PRS-RSRPP shall be measured based on the combined signal from antenna elements corresponding to a given receiver branch.

For frequency range 1 and 2, if receiver diversity is in use by the UE for DL PRS-RSRPP measurements, the reported DL PRS-RSRPP value included in the higher layer parameter NR-DL-AoD-MeasElement for the first and additional measurements shall be provided for the same receiver branch(es) as applied for DL PRS-RSRP measurements.

	 Applicable for
	RRC_CONNECTED,
RRC_INACTIVE,
RRC_IDLE






	TS 38.214 [4], Section 5.1.6.5:

The UE may be configured to measure and report via higher layer parameter [AdditionalPath-relativeTiming-Request], subject to UE capability, the timing and the quality metrics of up to 8 additional detected paths, that are associated with each RSTD or UE Rx – Tx time difference. The timing of each additional path is reported relative to the path timing used for determining nr-RSTD or nr-UE-RxTxTimeDiff. For UE positioning measurement reporting in higher layer parameters NR-DL-TDOA-SignalMeasurementInformation or NR-Multi-RTT-SignalMeasurementInformation, the UE may be configured to measure and report, subject to UE capability, the path DL PRS RSRPP of the first path and the up to 8 additional paths that are associated with each RSTD or UE Rx – Tx time difference.




[bookmark: _Toc159231756][bookmark: _Toc159240756]Legacy RSRPP measurement in the specifications already corresponds to PDP measurement with a limited number of taps.

Based on the current legacy measurements, RSRPP reporting may limit the performance of Case 1 direct positioning because of the limited number of taps (9 path delays). In this context, RAN1 should consider identifying the minimum number of taps to guarantee an acceptable positioning performance (e.g., 128). With this value, the RSRPP reporting may be extended to a highest/practical value for AI/ML positioning. 


[bookmark: _Toc159231857]In Case 1 direct AI/ML positioning, measurements corresponding to model inference input must consist of DL RSRPP as per its existing definition in the specifications (TS 38.214). FFS to include additional number of paths (e.g., to achieve desired positioning performance).

0. AI/ML model inference output
The output of the AI/ML model inference in Case 1 with direct AI/ML positioning is the target UE’s location. Based on our understanding on the functionality framework, the inference output in Case 1 direct AI/ML can be reported to LMF via LPP. 

[bookmark: _Toc159231858]In Case 1 direct AI/ML positioning, model inference output is the location estimate of the UE doing the inference, i.e., the target UE, and reported to LMF via LPP.

0. Signaling and procedures for inference
For the inference operation at UE to take place in Case 1 direct AI/ML, LMF would request UE to perform inference by using one corresponding specific AI/ML functionality, e.g., after LMF determining to utilize such UE functionality upon a location services (LCS) location request. In response, UE reports its location estimate inferred by the AI/ML functionality to the LMF. Such signaling can utilize LPP Request/Provide Location Information messages, with necessary enhancements to be determined after sufficient RAN1 progress. 

[bookmark: _Toc159231859]RAN1 to consider in the normative work for Case 1 direct AI/ML positioning inference that LMF activates the corresponding AI/ML functionality, the activation signaling must be part of LPP Request Location Information.

[bookmark: _Toc159231860]RAN1 to consider in the normative work for Case 1 direct AI/ML positioning, UE reports its estimated UE location to LMF in response to LMF’s request using LPP Provide Location Information, as in legacy.

To perform the desired inference operation in Case 1 direct AI/ML positioning, the target UE needs to do measurements using the DL PRS transmissions from multiple TRPs. As in legacy DL positioning, the characteristics of DL PRS (e.g., bandwidth) could be determined by LMF, e.g., depending on the QoS requirements of the associated location request, as well as the conditions reported by UE. In addition, LMF can then inform the UE about the determined DL PRS configuration by providing assistance data.

[bookmark: _Toc159231861]RAN1 to consider in the normative work for inference in Case 1 AI/ML positioning inference that LMF informs the target UE about the configured DL PRS as it is done in legacy DL positioning.

While LMF may be aware of all the functionalities that the UE is capable of, e.g., via LPP capability signaling, LMF still needs to select a certain functionality for inference in Case 1 for a given location estimate. To assist in selection of ML functionality by LMF, UE reports to LMF about its conditions ML-related resource requirements and/or its resource availability. Similarly, UE may inform LMF about expected QoS performance (e.g., latency, accuracy), monitoring requirements (e.g., frequency and duration). Alternatively, UE may indicate any preference (order) among different functionalities to the LMF to select from, however, the final decision is up to the LMF. In turn, LMF would request or prioritize different AI/ML functionalities at UE, depending on resource demand and supply at a given time, thus reducing the chance of getting no or inaccurate positioning estimations. However, it is important to remark the following:
· No reconfiguration is expected based on the preferred indications coming from the UE,
· The LMF can also discard the UE indications on preferred functionalities as LMF has the overall view. In some cases, UE indication may be useful to operate among already configured functionalities,

[bookmark: _Toc159231862]In case 1 direct AI/ML positioning, for inference, UE can assist LMF by reporting conditions associated to UE capabilities and requirements (e.g., expected QoS, monitoring requirements, ML-related resource requirements, etc.), as well as any preference (order) among different functionalities in order to enable LMF to properly make an LCM functionality decision.

Performance monitoring 
During the study item the evaluation and discussion on performance monitoring was not done extensively. The most important agreements between companies were limited on listing potential monitoring metrics for different performance monitoring schemes (based on ground truth, without ground truth, based on model input and/or output). However, some details were missed, including defining the entities responsible for deriving the monitoring metric, reporting/collecting necessary data for monitoring, entities deriving the monitoring metric and associated signaling and procedures. These important aspects are discussed in the following.


Definition of monitoring metric and necessary data to derive monitoring metric
The monitoring metric is a numerical representation that indicates the operability of one specific model under the functionality framework. The metric definition and necessary data required to derive the monitoring metric would depend on whether ground truth associated with model output is utilized and/or available for monitoring. In this regard, we organize the discussion on monitoring on two well defined approaches, one for monitoring based on ground-truth labels, and another one for monitoring without ground-truth labels.

Monitoring based on ground-truth labels 
In some scenarios, ground truth information (or its approximation), e.g., from PRU, might be available to derive the monitoring metric. Specifically, in Case 1, statistical difference of the target UE inference output using measurements collected from PRUs can be compared with PRUs location, such as in terms of mean square error (MSE). 

[bookmark: _Toc159231757][bookmark: _Toc159240757]In Case 1 direct AI/ML positioning, ground truth label (or its approximation) relates to location coordinates.

[bookmark: _Toc159231863]In Case 1 direct AI/ML positioning, performance metric based on provided ground truth label (or its approximation) is defined as the statistical difference (e.g., MSE) between ground truth label and UE inference output, where measurements associated with ground truth information can be used as UE inference input. 

Therefore, in Case 1 direct AI/ML positioning, for monitoring with ground truth, following data would be necessary: measurements collected from PRU, i.e., RSRPP measurements; ground truth (or its approximation) for UE location; and estimated UE location corresponding to UE inference output.

[bookmark: _Toc159231864]For Case 1 direct AI/ML positioning, necessary data for performance monitoring with ground truth label (or its approximation) consists of at least: i) ground truth (or its approximation) collected from PRU or target UE; ii) measurements corresponding to model input, e.g., DL RSRPP measurements collected from PRU; and iii) estimated UE location corresponding to UE inference output. 

To overcome the lack of ground truth and corresponding measurements in the real world (e.g., due to no PRU availability), in one option, the monitoring might be performed using synthetic data (e.g., generated by simulation at the network side). For example, for Case 1 direct AI/ML positioning, LMF instantiates a method to generate synthetic data (e.g. using a simulation setup) that models the actual network over which it has control. This includes the gNB/TRP locations and the approximate coverage area of the gNBs/TRPs, UE capability (e.g., FFT size, supported bandwidth, Ts, number of antennas supported). LMF might provide ground truth and measurements that were created synthetically, along with associated configuration (e.g., measurement type, number of TRPs) to the UE(s) in the real network for monitoring purposes. As the data is not coming from real scenario, therefore, additionally, LMF might provide indication to UE about data type whether it is synthetic or real.

[bookmark: _Toc159231865]For Case 1 direct AI/ML positioning, necessary data for performance monitoring with ground truth label (or its approximation) might be synthetic data, e.g., DL RSRPP measurements associated with virtual UE locations generated by simulation at the network-side. In this case, LMF may inform UE that the provided data is synthetic.

Monitoring without ground-truth labels
For Case 1 direct AI/ML positioning there are several limitations regarding the availability of ground truth information (e.g., impossibility to run a high-accuracy positioning method, limited PRUs deployed in the region of interest). In the absence of ground truth, one option for monitoring can be based on the confidence level associated with model inference output. Specifically, in Case 1, the AI/ML model can be defined and trained to provide an additional output ‘confidence level’ which indicates the level of reliability associated with the estimated UE location.

[bookmark: _Toc159231866]In Case 1 direct AI/ML positioning, performance metric without ground truth may consist of confidence level associated with model inference output, i.e., UE location estimate. 

Another alternative for monitoring without ground truth might rely on using input RSRPP measurements corresponding to model inference input. Here, measurements used in inference may be compared to the characteristics of the measurements contained in the training dataset to derive the monitoring metric. The main reasoning behind this approach is to check whether the inference input data is similar enough in statistical manner to the used training input dataset to reach the expected model accuracy. In fact, a big deviation from the training data has high probability to induce degraded performance during inference. This is generally referred to as the process of drifting monitoring.  

[bookmark: _Toc159231867]In Case 1 direct AI/ML positioning, performance metric without ground truth consists of statistics of measurement(s) compared to the statistics of measurements in the training dataset.

Another approach for monitoring without ground truth may use historical/buffered inference output when deriving the monitoring metric (e.g., statistics as standard deviation). Considering the random nature of wireless channels in both time and spatial domain, the estimation of UE location may impact the generalization capabilities of positioning inference using AI/ML. Thus, a light approach for monitoring is analyzing the historical/buffered inference output using a monitoring metric (e.g., standard deviation). In addition, the LMF may assist UE indicating a threshold for the deviation based on the information of other surrounding UEs. 

[bookmark: _Toc159231868]RAN1 to consider for Case 1 direct AI/ML positioning the standard deviation as monitoring metric based on the historical/buffered inference output.
[bookmark: _Toc159231869]In Case 1 direct AI/ML positioning, RAN1 to consider that LMF may assist monitoring in UE-side with information extracted from surrounding UEs.
Based on the above, for monitoring in Case 1 without ground truth, following data would be necessary:
statistics of the measurements corresponding to inference input, i.e. RSRPP measurements; historical/buffered inference output , i.e., UE location; characteristics (e.g., statistics) of training data.

[bookmark: _Toc159231870]For Case 1 direct AI/ML positioning, necessary data for monitoring without ground truth consists of i) statistics of the measurements corresponding to inference input, i.e., RSRPP measurements; ii) historical/buffered inference output (UE location); and iii) characteristics (e.g., statistics) of training data.

Entity deriving monitoring metric, and monitoring outcome
For Case 1 direct AI/ML positioning, Table 2 summarizes possible combinations between entity to derive the monitoring metrics and entity doing the decision based on the monitoring outcome. There are multiple options for decision entity to make the final decision based on the monitoring output. In general, the monitoring metric calculation may be done in the UE-side or in the LMF-side. 

[bookmark: _Ref157587275]Table 2 - Combination of scenarios between entities obtaining metric/statistics for monitoring and entities determining decision based on performance monitoring outcome.
	
	Entity generating ground truth
	Entity generating measurement for performance monitoring
	Entity deriving monitoring metric
	Entity doing monitoring  decision

	LMF-side performance monitoring
	PRU/UE
	UE/PRU

	LMF

	LMF


	
	LMF
	
	
	

	UE-assisted performance monitoring
	PRU/UE
	UE/PRU
	UE
	LMF

	
	LMF
	
	
	

	UE-side performance monitoring
	PRU/UE
	UE/PRU

	UE

	UE


	
	LMF
	
	
	




For the case where the monitoring metric is derived in the LMF-side, the reporting of measurements from the UE to LMF is required and it should be done prioritizing/using new IEs in LPP.

[bookmark: _Toc159231758][bookmark: _Toc159240758]In Case 1 direct AI/ML positioning, in addition to UE, LMF may also derive the performance metric.
For the cases when UE is the entity deriving the performance monitoring metric, LMF still requires to be informed about the derived monitoring metric in order to determine the monitoring outcome, e.g., functionality switching. For this, LMF may request the UE to derive a specific monitoring metric. In turn, UE informs the LMF about the derived metric to enable a functionality decision based on performance monitoring outcome at the LMF side. 

[bookmark: _Toc159231871]In Case 1 direct AI/ML positioning, LMF may request UE to derive a performance monitoring metric, and UE reports the derived performance metric to LMF.
In cases where the UE is deriving the monitoring metric, one important assumption should be considered in terms of the Functionality. Here, the UE may not be allowed to change/modify the functionality. Having LMF to take the functionality decision is more reasonable as compared to UE because 1) network has much better knowledge of the entities involved in functionality setting/monitoring, 2) Autonomously change of functionality at the UE may degrade the positioning performance and also leads to waste the UE resources, 3) Network has better understanding of available resources (time/frequency) and spatial distributions of UEs,  4) In the legacy approach network decides the positioning methods, in similar fashion we can leverage existing positioning framework for functionality decision driven by network.    

[bookmark: _Toc159231872]In all cases (e.g., Cases 1, 3a, 3b) LMF is the only entity to determine functionality decision (e.g., functionality switching, selection, (de)activation, fallback) based on monitoring outcome.

Signaling and procedures for monitoring
A generic mechanism for performance monitoring in Case 1 is shown in Figure 2, where the UE is the node responsible for model inference. Whenever UE detects changes in the environment, it may request LMF to share relevant procedures for functionality performance monitoring. Next, LMF could collect the data from various trusted entities as, e.g. PRU and share it with the UE. 

[image: A diagram of a system

Description automatically generated]
[bookmark: _Ref159152723]Figure 2 - Mechanism to performance monitoring for Case 1 direct AI/ML positioning.

In general, there are two well defined mechanisms for performance monitoring for Case 1 direct AI/ML positioning:

· Option 1: In one option, LMF shares with UE only the necessary data for monitoring consisting of measurements collected from PRUs associated with ground truth, and requests UE to report inference output using the provided measurements as input. In this option, LMF is the entity computing the monitoring metric. 
· Option 2: In another option, LMF can share with UE both: the measurements and associated ground truth labels. In addition, the LMF requests the UE to compute the monitoring metric. UE could subsequently compute and report monitoring metrics to LMF. 

The performance monitoring based on ground truth may be done using a subset of an existent dataset, which previously may be used for training. In this regard, the ground truth quality indicator may be used to assist UE in calculating the monitoring metric. 

[bookmark: _Toc159231873]In Case 1 direct AI/ML positioning, for UE to derive monitoring metric with ground truth, LMF may provide UE necessary data for monitoring, which contains ground truth (UE location) including quality indicator of ground truth and associated measurements (DL RSRPP measurements) collected from PRU(s). 
[bookmark: _Toc159231874]In Case 1 direct AI/ML positioning, for LMF to derive monitoring metric with ground truth, UE reports to LMF its output of inference that is performed using  measurements (e.g., RSRPP). These measurements are provided by LMF and collected from PRU(s). In addition, LMF compares the UE inference output with PRU ground truth labels associated with these measurements.
[bookmark: _Toc159231875]In Case 1 direct AI/ML positioning, for UE to derive monitoring metric with ground truth, LMF may provide UE necessary data for monitoring, which contains UE locations and associated measurements (RSRPP) that are synthetically generated, e.g., using simulators data.
[bookmark: _Toc159231876]In Case 1 direct AI/ML positioning, for UE to derive monitoring metric without ground truth, LMF may provide UE necessary data for monitoring, which contains statistics of the training dataset. 
[bookmark: _Toc159231877]In Case 1 direct AI/ML positioning, for LMF to derive monitoring metric without ground truth, UE may provide LMF necessary data for monitoring, which contains statistics of UE measurements (RSRPP). 
[bookmark: _Toc159231878]In Case 1 direct AI/ML positioning, for LMF to derive monitoring metric without ground truth, UE may provide LMF necessary data for monitoring, which contains standard deviation of UE inference output (UE location estimation). 

Overhead of Measurement Reporting for monitoring
As discussed above, LMF may ask UE to report radio measurements for monitoring purposes. In this case, several options can be considered for reporting the positioning measurement signals. In reporting Option A, UE shares all the power values of  time domain samples of the measurement, the report requires  bits, where  denotes the number of bits used for quantization of each power value. However, reporting Option A introduces high signaling overhead to the system.
Alternatively, in reporting Option B, UE can share only the  () measurements with the strongest power. Here, UE needs to share the delay of the selected samples as well. Therefore, the report overhead of Option B is ) bits, where  is the number of required bits for reporting delay of a measurement sample. Although Option B introduces less overhead, it still requires large number of bits for UE reporting measured signals to LMF.
To overcome the reporting overhead challenge, we propose to use differential quantization scheme. In this reporting Option C, UE only shares the delay and power of the first strongest measurement sample with  bits, then UE uses a 1-bit differential quantization scheme for reporting the power of the remaining ( measurement samples. Note that in the differential quantization scheme, the quantized power of a measurement sample is defined based on the quantized power of the previous sample, i.e.,


where is the differential quantization step size and  may be any measurement.

Therefore, the reporting Option C requires ) bits. Note that in Option C, the report includes information for a segment (consecutive samples) of the measured signal. 
Figure 3 shows an example of quantizing and reporting a signal using the reporting Option C based on the differential quantization scheme. 

[image: A graph of a graph of a graph

Description automatically generated with medium confidence]
[bookmark: _Ref158898317]Figure 3 - An example of quantizing samples with the 1-bit differential quantization scheme in reporting Option C. In this example, using the reporting Option C, we report only  samples with the differential quantization step size of  dB. a) in dB scale, b) in linear scale.

Table 3 shows the overhead of the discussed options for quantizing and reporting for example power delay profile (PDP). The overhead of the reporting Option C using differential quantization scheme is significantly less than the overhead of the reporting Option A and Option B. 
Note that, for the reporting Option C, the power and delay of the first reported measurement sample can be reported each with an RSRPP measurement report. Also, the bit sequence of the differentially quantized power values can be sent with few more RSRPP measurement report. Therefore, we propose to enhance the RSRPP signaling to support reporting with differential quantization scheme. For instance, the current RSRPP delivers 9 power values, and each power value is quantized by 7 bits, using the same setup with the proposed differential quantization scheme, 1 RSRPP is needed for reporting delay, 1 RSRPP is needed for reporting power of the starting tap, the remaining 7 RSRPPs can be used for reporting the bit map of the differential quantization part, which are 7*7 bits. In summary the legacy RSRPP reporting scheme maybe reused to deliver information of N’t= 49 + 1 PDP samples in the time domain.
 

[bookmark: _Toc159231759][bookmark: _Toc159240759]For Case 1 direct AI/ML positioning, the legacy RSRPP signaling report may be complemented with differential quantization scheme to deliver additional up to 50 PDP samples in the time domain.


[bookmark: _Ref158897330]Table 3 Comparison of the overhead (in terms of the number of required bits) of different reporting options for quantizing of  with  time domain samples. We consider 7 and 8 bits for quantizing power and delay information, respectively, i.e., .
	
	Option A

	Option B
)
	Option C
)

	16
	16128 bits
	2160 bits
	270 bits

	32
	16128 bits
	4320 bits
	414 bits

	64
	16128 bits
	8640 bits
	702 bits

	128
	16128 bits
	17280 bits
	1278 bits



[bookmark: _Toc159231879]In Case 1 direct AI/ML positioning, for performance monitoring, to reduce the signaling overhead of reporting measurements from UE to LMF, UE may use a reporting scheme based on differential quantization.
[bookmark: _Toc159231880]In case 1 direct AI/ML positioning, for performance monitoring, the LMF may configure UE to report measurements using differential quantization report indicating at least the number of RSRPP messages for carrying the measurement report.

Data Collection
Regarding data collection, [2] mentions some enhancements for signalling, configuration and measurement reporting for data collection, e.g., signalling aspects related to assistance information. In this regard, we expect RAN1 to prioritise enhancements related to inference and performance monitoring. In addition, enhancements related to UE data collection specifically related to monitoring and inference should be made considering the legacy positioning measurement and reporting frameworks. Considerations on signalling aspects related to assistance information can also be made when discussing the different ways of dealing with additional conditions presented in Section 3.4. Data collection for training purposes must be limited to discussions on the content data.

[bookmark: _Toc159231881]For Case 1 direct AI/ML positioning, RAN1 to consider enhancements and assistance information on data collection for monitoring purposes and inference in the normative work. 
[bookmark: _Toc159231882]For Case 1 direct AI/ML positioning, RAN1 must limit the discussion on content data for training data collection purposes in the normative work.

Further details on the necessary data content for training, data ground truth generation, and signaling and procedures related to ground truth generation are discussed in the following subsections.

Necessary data for training

As the training is assumed to be done offline, for data collection purposes, RAN1 is limited to discuss aspects related to the content of the dataset. For training (supervised) AI/ML models, at least the model inference input and ground truth labels (or their approximation) associated with model inference output are necessary. In the previous sections, we have identified that in Case 1 with direct AI/ML positioning, the model inference input can be DL RSRPP measurements, which is generated using DL PRS, with any necessary inclusion of additional number of paths, whereas the ground truth labels associated with model inference output consist of UE location coordinates.

[bookmark: _Toc159231883]For Case 1 direct AI/ML positioning, necessary data for training AI/ML models at least consists of: 
[bookmark: _Toc159231884]i) measurements corresponding to model inference input, i.e., DL RSRPP measurements
ii) ground truth (or its approximation) associated with model inference output, i.e., UE location coordinates.

With respect to quality indicators to improve the model training, in Section 6.4.2.1 of the TR [2] the following observation is mentioned: 

	… text omitted ...

For AI/ML based positioning, the positioning accuracy is affected by the training dataset size for a given UE distribution area (or equivalently, sample density in #samples/m2), when the UE is distributed uniformly in training data collection. 
There exists a tradeoff between the training dataset size and the achievable positioning accuracy. The larger the training dataset size (i.e., higher sample density), the smaller the positioning error (in meters), until a saturation point is reached where additional training data does not bring further improvement to the positioning accuracy.

… text omitted ...




Based on this observation, there are two clear aspects that impact on the positioning accuracy, one is the dataset density, and the other is based on the UEs ground truth/labels distribution following a uniform distribution. These dataset quality indicators for training purposes may be considered in the normative work, in this regard, the dataset size may be quantified with the sample density in #samples/ m2 and another metric may quantify the similarity of distribution of the target dataset with the uniform distribution. 

[bookmark: _Toc159231760][bookmark: _Toc159240760]For the necessary data for training in all cases, including Case 1 direct AI/ML, the positioning accuracy is affected by two factors: the dataset size and the labels (UEs locations) following uniform distribution.

[bookmark: _Toc159231885]For Case 1 direct AI/ML positioning, the quality of content of the dataset used for training may be based on the sample’s density (#samples/m2) and the distribution similarity of the target dataset with uniform distribution. 
[bookmark: _Toc159231886]RAN1 prioritizes data collection for monitoring purposes in all AI/ML positioning cases.
[bookmark: _Toc159231887]RAN1 prioritizes data collection for monitoring purposes in Case 1 direct AI/ML positioning.
In the remaining of this section, we focus on aspects related to generation of ground truth including entities, methods, signaling, and procedures to facilitate ground truth generation.

Ground truth generation: entity, criteria, positioning method

For Case 1 direct AI/ML positioning, the entity to generate ground truth is at least PRU or UE with known location. In addition, the target UE may also generate its location information based on non-NR and/or NR RAT-dependent positioning methods, as well as using RAT-independent methods, to be used as ground truth (or its approximation). Similarly, PRU, target UE, or other UEs, e.g., UEs surrounding the target UE, may also generate other necessary data for monitoring, e.g., the measurements corresponding to model input. 

Furthermore, in the case of unavailability of ground truth, LMF may instantiate a synthetic method (simulation setup) that depicts the actual network setup/layout. It includes the gNB/TRP locations and the simulated radio setup. Thus, LMF may share the synthetic data with the UE together with associated configuration (e.g., measurement type, number of TRPs), and indication relating to the presence of the synthetic ground truth, for the monitoring purposes.

[bookmark: _Toc159231888]For Case 1 direct AI/ML positioning, in addition to the surrounding UEs/target UE and PRUs, LMF may also generate synthetic ground truths and measurements for monitoring purposes.
Considering UEs may possess pre-trained models, some of which are more generalization capabilities than others, including additional complexity. Therefore, those superior UE’s models can be considered to provide satisfying-quality UE-generated labelled data services in cases where PRU-based labelling with ground-truth is unavailable. Beforehand, UE models’ quality must be assessed. Based on UEs’ inference results, network can assess and select top UEs as trusted UEs. Then, such trusted UEs can be requested by network to conduct measurement and generate ground truth information.

[bookmark: _Toc159231889]For Case 1 direct AI/ML positioning, in absence of PRU, RAN1 to consider solutions for UEs (that are not PRUs or the target UE) to generate ground truth, if they satisfy certain criteria defined by the network.

UE may use a variety of methods to generate ground truth such as based on non-NR, NR RAT-dependent, or NR RAT-independent positioning methods. For RAT-dependent methods, LMF needs to be involved as per the legacy positioning framework. To generate a ground truth label (or its approximation) associated with its model output (UE location estimation), UE may send a positioning request to LMF to get its location information. 

[bookmark: _Toc159231761][bookmark: _Toc159240761]In Case 1 direct AI/ML positioning, for monitoring, UE may request its location information from LMF to be used as ground truth (or its approximation).
Nevertheless, since Case 1 direct AI/ML positioning relies on DL measurements, if LMF utilizes again a DL-based method to estimate the target UE’s position (to be used to generate ground truth), then the estimation would not be reliable in case of imperfections, e.g., NLOS, UE measurement inaccuracy, timing error or estimation errors. Thus, it is important if UE can indicate a suitable method ( that is possibly non-DL based method) or LMF determines a suitable method (that is possibly non-DL based method) to generate ground truth for Case 1 direct AI/ML positioning.

[bookmark: _Toc159231762][bookmark: _Toc159240762]In Case 1 direct AI/ML positioning, for monitoring purposes and ground truth generation, it would be preferable to not utilize DL-based positioning methods since ML-based positioning also relies on DL measurements, and any imperfections, e.g., NLOS, UE measurement inaccuracies, etc. would impact both estimates.

[bookmark: _Toc159231890]RAN1 to consider for Case 1 direct AI/ML positioning for monitoring purposes that UE may send a positioning request to LMF for ground truth generation purposes.
[bookmark: _Toc159231891]RAN1 to consider for Case 1 direct AI/ML positioning for monitoring purposes that when LMF assists UE to generate ground truth, UE may indicate its preference on using specific positioning method (e.g., non-DL-based).
[bookmark: _Toc159231892]RAN1 to consider for Case 1 direct AI/ML positioning for monitoring purposes that when LMF assists UE to generate ground truth, UE may indicate that the requested positioning estimate will be used for ground truth generation purposes to assist LMF determining a suitable method.
In case the size of the collected data (e.g., ground truth and corresponding measurements) is not sufficient to perform monitoring efficiently, UE can complement the data with artificially generated data by means of using data augmentation techniques. With this, the target is to estimate the radio measurements for positions not measured/available using spatial interpolation methods (e.g., kriging interpolation method). In this case, the LMF may provide the UE configuration to generate this type of synthetic data (e.g., the spatial interpolation function and related parameters). 

[bookmark: _Toc159231893]RAN1 to consider in the normative work for Case 1 direct AIML positioning that the LMF may provide UE assistance to generate synthetic ground truth data in case collected data for monitoring (e.g., ground truth and measurements) is not sufficient.

Signalling and procedures for ground truth generation
In different scenarios, different positioning methods might be preferable to generate ground truth labels. For example, in NLOS-dominated environments, UE may use its non-RAT sensor-based techniques to estimate its position, whereas in LOS-dominated environments, non-ML RAT-based techniques can be used to estimate UE’s position to generate ground truth information. Similarly, multiple methods can be used to estimate UE’s position, among one of which could be selected according to different criteria, e.g., with respect to confidence of estimation or relative difference between the estimations. For this, the LMF may indicate UE preferred method(s) or necessary criteria to select a method for generating ground truth. 

[bookmark: _Toc159231894]For Case 1, for ground truth generation by the target UE, LMF may indicate UE preferred positioning method(s) (e.g., sensor-based, RAT-based, etc.) or necessary criteria (e.g., required confidence value) for an estimation to be used as ground truth.

Nevertheless, selection of a PRU for generating ground truth (i.e., the location estimate) and other data (i.e., measurements corresponding to model input) for a certain target UE is a challenging problem. Although being closed to the PRU, the target UE may experience different channel/ propagation/ measurement characteristics (e.g., LOS/NLOS profiles) compared to the PRU. Moreover, a PRU and a target UE may have different measurement capabilities which render the PRU measurements improper to be used for estimating the location of target UE. As another example, PRU and target UE may experience dissimilar timing related errors such as timing error group (TEG) profiles. It follows from the above that the relative location of a PRU with respect to the UE itself is not sufficient for selecting this PRU for generating ground truth and other data for the target UE. 

For the target UE to collect necessary information and assess whether a PRU can generate similar measurements as target UE. In this regard, LMF may assistance to UEs as selecting suitable PRUs for ground truth and other data generation. In addition, LMF may provide positioning measurements collected from various PRUs, e.g., closest PRUs around the target UE that have similar capabilities as target UE, together with any conditions to assess the similarity between these measurements and target UE’s measurements such as a threshold for a predetermined similarity score.

[bookmark: _Toc159231763][bookmark: _Toc159240763]For Case 1 direct AI/ML positioning and monitoring purposes, selection of a PRU for ground truth or other data generation for a specific target UE is not trivial, e.g., due to different channel measurements that might be observed by PRU and target UE even if they are in proximity.

[bookmark: _Toc159231895]For Case 1 direct AI/ML positioning and monitoring purposes, RAN1 to consider in the normative work that LMF may provide target UE measurements collected from different PRUs along with similarity context (e.g., threshold for a predetermined similarity score) to assist selecting a suitable PRU.
After determining a suitable PRU, UE may either utilize the already-provided PRU measurements from LMF directly, e.g., to refine its own location estimate, for ground truth generation, or may indicate LMF it as the preferred PRU to be utilized for ground truth generation.

[bookmark: _Toc159231896]In Case 1 direct AI/ML positioning, for monitoring purposes and generation of ground truth, UE may indicate LMF any preferred PRU(s), which it has previously determined.

It is important to obtain an accurate ground truth (positioning label) for the monitoring of positioning accuracy. To reduce the impact of label inaccuracy on the monitoring of positioning model accuracy, UE may consider proactive action during data collection for monitoring. Therefore, UE collects samples with high confidence on the obtained ground truth (positioning label). In case of single positioning source for sample labelling, UE may only collect samples with high positioning confidence level. Alternatively, UE may obtain positioning label from multiple sources e.g., non-NR and/or NR RAT-dependent positioning methods. In this case, UE may only collect samples of the position estimations by different consistent sources. 

[bookmark: _Toc159231897][bookmark: _Toc159240764]For case 1 direct AI/ML positioning, data collection for monitoring, collecting samples with high positioning label confidence (high label accuracy) ensures reliable positioning accuracy monitoring by UE or LMF.

[bookmark: _Toc159231898]For Case 1 direct AI/ML positioning and monitoring purposes, to assess the quality of ground truth to be used in monitoring, LMF may assist UE for obtaining label consistency score/quality of the positioning estimates from one or multiple positioning sources.


Handling of additional conditions 

The additional conditions (as described in [2] section 4.2.3) refer to the aspects that are used during training but are not part of UE or network capability for the AI/ML-enabled feature/FG. For this purpose, in the study item of AI/ML positioning, several generalization scenarios were considered in evaluations. Some scenarios were defined by specific channel characteristics or imperfections. However, no evaluation scenario considered specific capability mismatch between network (LMF) and UE. In other words, no UE or NW-side additional condition was explicitly disclosed in [2]. However, if we map specific scenarios, sites to specific TRPs to datasets collected on specific geographical locations. These datasets and their relevant information may represent a type of NW-side additional condition. To complement our argument, in the TR 38.843 we have the following clause.


	-	Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
-	Model capability, e.g., positioning accuracy quality and model inference latency.
-	Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information.
-	Note: the above-mentioned examples and terms “validity conditions”, “model capability”, and “Conditions and requirements” can be referred to the conditions and additional conditions discussed in the context of the model identification and functionality identification in clause 4.2.



Thus, for Case 1 direct AI/ML positioning, some specific validity conditions (e.g., areas with specific channel characteristics, datasets mapped to specific areas) that are used for consistency purposes between training and inference may be considered as NW-side additional conditions.

[bookmark: _Toc159231899]For Case 1 direct AI/ML positioning, RAN1 to consider areas with specific channel characteristics, datasets mapped to specific areas as NW-side additional conditions. 

This subsection is organized in two important aspects, one is based on the identification of NW-side additional conditions and another one is based on indicating the usability of such NW-side additional conditions, both are shared in the following.

Identification of additional conditions
An important problem of Case 1 direct AI/ML positioning is how to account for specific RF limitations (also referred to as RF imperfections) of the deployed UE types (e.g., handheld UE, fixed UE etc.). Examples of RF limitations/imperfections are dependent on the HW limitations of the different antenna configurations and form factors, analog/digital converters (ADC) resolutions, crystal oscillators and so on. The various RF imperfections are known to introduce a combination of carrier frequency offset, sampling time offset, TX/RX beam offsets, and phase noise. 

[bookmark: _Toc159231764][bookmark: _Toc159240765]The RF imperfections cause undesired phase rotation and delays of the positioning signal. As a result, the UE hosting one specific functionality experiences signal distortions which, if are not considered during training, are wrongly absorbed into the positioning measurement. 
[bookmark: _Toc159231900]For Case 1 direct AI/ML positioning, RAN1 to consider as NW-side additional condition specific signal distortions in training and inference to improve the performance of generic UE-side model.
The plurality of models considered for Case 1 direct AI/ML positioning may require periodic updates, where the periodicity depends on: (i) the inference frequency i.e., how often the model is used after deployment; (ii) the type of the UE using the model, which is because different UE have different capabilities to collect data and/or update the model accordingly; (iii) what positioning task the model is solving e.g., LOS detection, location estimation, etc; (iv) the availability of training data i.e., how much data, how diverse and how often training data can be collected; (v) the reliability of the training data i.e., is training data characterizing well the conditions for which the model is being trained.

[bookmark: _Toc159231765][bookmark: _Toc159240766]While features as inference frequency, UE type, positioning measurement acquisition are intrinsic to functionality and/or UE type and thus relatively easily controllable, features as training data availability and reliability are extrinsic and typically depend on the propagation and interference conditions that the UE finds itself in. 

Thus, if only features (i)-(iii) are accounted for when managing the model update, while features (iv) and (v) are disregarded, the model may be updated to learn a set of peculiar/rare channel conditions that do not represent well the average daily conditions. In other words, the training is done based on a situation that does not represent typical wireless conditions, but an anomaly, leading to an overall unrealistic model that does not generalize well. Thus, the model forgets how to deal with average conditions and exhibits poor performance in most cases. This phenomenon is called catastrophic forgetting, and it is one of the caveats of continual learning/updating. 

Exemplary, rare conditions that may lead to a catastrophic forgetting of a positioning functionality are linked to the cases in which a positioning link towards a set of TRPs is temporarily blocked or severely attenuated due to an aberration in the wireless channel. Most often, such aberrations occur due to very high speeds and/or the presence of structures that create a Faraday cage/shield around either the positioning receiver or transmitter, for instance: Buildings covered in metallic scaffolding during renovations, etc; or large provisional structures associated with construction sites, outdoor concerts, road work, etc.

In the above case, the positioning measurements do not represent well the reflectors distribution for that set of TRPs relative to the UE location, and they are considered rare events. Nevertheless, some rare events may prove useful to specific functionalities, while others may be entirely detrimental.

[bookmark: _Toc159231901]RAN1 to consider rare events as NW-side additional conditions to improve consistency between training and inference.
For Case 1 direct AI/ML positioning, it was verified in [2] that specific evaluations on different channel characteristics/scenarios, such as clutter density or specific indoor channel models achieved low generalization performance. For instance, the clutter density in one specific indoor scenario has a direct effect in the rate of LoS/NLoS links collected in one specific dataset for training purposes. Thus, it is expected that areas with specific channel characteristics may be mapped in datasets for AI/ML positioning as NW-side additional conditions. 

[bookmark: _Toc159231902]For Case 1 direct AI/ML positioning, RAN1 to consider the set of channel characteristics (e.g., LoS/NLoS rate) as NW-side additional condition.

Usability of additional conditions
Complementing the previous section, after the NW-side additional condition is identified, the usability may consider one of the following four potential approaches listed in [2].

	For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
· Model training at NW and transfer to UE, where the model has been trained under the additional condition.
· Information and/or indication on NW-side additional conditions is provided to UE. 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality).
· Other approaches are not precluded.
· Note: 	the possibility that different approaches can achieve the same function is not denied.



One of the potential approaches to ensure consistency between training and inference regarding NW-side additional conditions aims to indicate the NW-side additional condition to UE. Which means that at some point the information of the NW-side additional condition of the dataset used for training of the target model must be correlated with NW-side additional condition indicated by the LMF to the UE during inference. For Case 1 direct AI/ML positioning, the additional condition correlation may be done in the UE-side or LMF-side. If the correlation is done in the UE-side, the LMF may assist indicating the specific NW-side additional condition, in the other case where the correlation is done in the LMF-side, the LMF may assist indicating the correlation outcome to the UE.  

[bookmark: _Toc159231766][bookmark: _Toc159240767]For Case 1 direct AI/ML positioning, for inference purposes the NW-side additional condition is used to generate a correlation between the additional condition mapped on individual models deployed in the UE-side and the NW-side additional condition characterizing the specific area where the inference is required. 
[bookmark: _Toc159231903]For Case 1 direct AI/ML positioning, if the correlation using NW-side additional conditions is done in the UE-side, the LMF assists to UE indicating such NW-side additional condition. 
[bookmark: _Toc159231904]For Case 1 direct AI/ML positioning, if the correlation using NW-side additional conditions is done in the LMF-side, the LMF assists to UE indicating such correlation outcome. 

For Case 1 direct AI/ML positioning, specific NW-side additional conditions based on areas with specific channel characteristics may be mapped to fixed geographical information as TRPs transmitting DL PRS during inference.

[bookmark: _Toc159231905]For Case 1 direct AI/ML positioning, to ensure consistency between training and inference regarding NW-side additional conditions based on areas with specific channel characteristics, UE reports to the LMF set of TRPs identified during inference using the legacy framework (e.g. LPP).

To ensure consistency between training and inference, two key conditions should be satisfied: 
· UE’s location should belong to the region covered by the training dataset; and 
· in inference, the model input should follow the same TRP pattern as in the training. 
However, in real-world deployment, when a UE owns multiple fixed-TRP-pattern models for the whole area, it lacks the information of TRP deployment, thus it is difficult to assess if it satisfies the first condition and whether a fixed-TRP pattern model is suitable. On the contrary, since LMF possesses the TRP deployment information as well as the wireless channel information of the whole area, LMF can assist UE to select/monitor the suitable model for that specific area. Therefore, for selecting the most appropriate fixed-TRP-pattern model deployed at UE side, UE would query LMF for assistance in assessing the areas with specific channel characteristics (NW-side additional condition), then send the TRP indices of UE’s pre-stored fixed-TRP-pattern models as well as its received channel measurements (e.g., RSRPP, etc.) to LMF. Based on the received information, LMF can determine the most appropriate model for UE and indicate whether UE should switch its currently used fixed-TRP-pattern model to guarantee the consistency between training and inference. 


[bookmark: _Toc159231906]RAN1 to consider on using NW-side additional conditions to improve the usability of fixed-TRP-pattern complemented with performance monitoring.

Functionality Framework aspects 
The aim of the functionality framework (as described in [2] section 4.4) is to cover a general functional architecture addressing functionality-based LCM.

To discuss aspects on functionality-based LCM and its relation to positioning feature and UE’s capabilities, two generic examples of positioning features that involve Case 1 direct AI/ML positioning are listed in Table 4. 

[bookmark: _Ref159196752]Table 4 - Example of positioning features for Case 1 direct AI/ML positioning.
	Positioning feature examples
	Description

	UE-based direct AI/ML positioning with UE-side model using RSRPP measurements. 
(AIML_direct_DL_RSRPP_ UEside) 
	the fingerprint position is estimated by the UE-side model when the input is RSRPP (Case 1 – direct AI/ML). 

	UE-based direct AI/ML positioning with UE-side model using RSRPP measurements and NW-side monitoring assistance capabilities.
(AIML_direct_DL_RSRPP_ UEside_NWsideMonitoring).
	The fingerprint position is estimated by the UE-side model when the input is RSRPP (Case 1 – direct AI/ML). In addition, the UE has capabilities to assist NW in doing performance monitoring. 



A positioning feature can be thought as a positioning method defined in legacy NR positioning framework. Then, the reporting of UE conditions may be viewed as UE capability report. Hence, the legacy framework with the LPP protocol specified in [5] may be reused for functionality-based LCM purposes. Furthermore, the legacy framework can be used to enable performance monitoring of functionalities since the framework already offers e.g. position estimate and/or measurement report for different positioning methods from UE to LMF over LPP protocol. However, to exploit LPP protocol, new positioning methods based on AI/ML and new reporting IEs may need to be introduced. 

[bookmark: _Toc159231767][bookmark: _Toc159240768]A positioning feature corresponds to a positioning method defined in legacy NR positioning framework. Hence, legacy framework with LPP protocol for e.g., capability reporting, measurement reporting can be exploited for functionality-based LCM purposes.  

To support a positioning feature based on UE-side models, a certain set of background conditions must be supported at the UE. Here, the condition may capture a UE capability in supporting an AI/ML operation to enable the positioning feature.

Note that, as captured in [2], a functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 

A functionality in positioning use cases can be viewed as a configuration of a set of UE conditions to enable a positioning feature. Hence, a specific functionality is characterized by a set of specific UE conditions and the parameter values of the conditions. Examples of UE conditions include supported number of consecutive time domain samples of RSRPP for input parameter (N’t), supported number of TRPs (N_TRP), supported set conditions for measured DL PRS. Note that a specific positioning feature listed in Table 5 can be realized by several functionalities where each functionality is configured to utilize certain combination of UE conditions (in-turn UE capabilities). Furthermore, to avoid ambiguity, as reference purposes, Table 6 lists an example which show relation between features, functionalities, and UE conditions.

[bookmark: _Ref159197607]Table 5 – Example of specific functionality characterized by a set of specific UE conditions and associated parameter values of the condition that realizes an AI/ML-enabled positioning feature.
	Feature:  AIML_direct_DL_RSRPP_UEside 
Functionality 1-01 : N’t = 64 only, N_TRP = 12 only 
Functionality 1-02: N’t = 128 only , N_TRP = 1,…,18 only 
Functionality 1-03: …. 
Functionality 1-04: …. 
 
Note: The parameter values in UE conditions used to distinguish functionalities are used only for illustrative purposes in the example. 



[bookmark: _Ref158980644][bookmark: _Ref158980488]Table 6: An example of a positioning feature and the associated UE conditions
	Positioning feature
	UE conditions (UE Capability Report)

	Mandatory / Optional

	AIML_direct_DL_RSRPP_ UEside
Description: the fingerprint position is estimated in the UE-side when the input is RSRPP.
(Case 1) – Direct AI/ML
	Supported N’t: To indicate the N’t values that the UE is capable to consider in AIML_direct_DL_RSRPP_UEside positioning.
N’t = 64, 128, 256, 512.
	Mandatory

	
	Supported N_TRP: To indicate the number of N_TRP, which is the number of TRPs to consider for AIML_direct_DL_RSRPP_UEside positioning.
N_TRP = 1, 2, …, 72. 
	Mandatory

	
	Supported on collecting and labeling dataset for training, updating, and monitoring: Defines the support of the UE to receive data collection assistance from the LMF. 
See Note 1.
	Optional

	
	Supported set conditions for measured DL PRS: Defines support of using DL PRS based CIR measurements for AIML_direct_DL_RSRPP_UEside.
	Optional

	
	Supported performance monitoring conditions – Supports model drift identification: Defines support of data distribution measurement to identify label drift and features drift for AIML_direct_DL_RSRPP_UEside.
	Optional

	
	Supported performance monitoring conditions – minimum measurement report periodicity: Defines the minimum periodicity to report performance monitoring for AIML_direct_DL_RSRPP_UEside.
	Mandatory

	
	Supported estimated CIR quantization reporting: defines the discrete characteristics of the RSRPP for AIML_direct_DL_RSRPP_UEside.
	Optional

	
	Conditions on supporting ML functionalities - Max number of supported functionalities (1, 2, 4, 8, ...): Indicates the maximum number of functionalities that can be configured toward the UE. 
	Mandatory

	
	Conditions on supporting ML functionalities - Delay in activating a functionality (2 ms, 4 ms, ...): Indicates the delay required when activating or switching a functionality.
	Mandatory

	
	Conditions on supporting ML functionalities - Generalization condition of functionalities (true, false): Indicates that the UE supports any functionality configured considering the UE’s conditions defined as mandatory, which can be used towards the UE without any validation whether functionality is applicable or not.
	Mandatory





[bookmark: _Toc159231907]In Case 1 direct AIML, an AI/ML functionality consists of values for a predetermined list of parameters. These parameters include number of samples in time domain N’t, number of TRPs (N_TRP), etc. FFS the exact list of parameters and allowed values and/or ranges per functionality.

[bookmark: _Toc134052139][bookmark: _Toc134521630][bookmark: _Toc135042310][bookmark: _Toc142570012][bookmark: _Toc142650453][bookmark: _Toc142658742][bookmark: _Toc142658863][bookmark: _Toc142658975][bookmark: _Toc142672327][bookmark: _Toc142672382][bookmark: _Toc142672469][bookmark: _Toc142672576][bookmark: _Toc159231908]RAN1 to consider at least the following mandatory UE’s conditions for Case 1:
· [bookmark: _Toc134052140][bookmark: _Toc134521631][bookmark: _Toc135042311][bookmark: _Toc142570013][bookmark: _Toc142650454][bookmark: _Toc142658743][bookmark: _Toc142658864][bookmark: _Toc142658976][bookmark: _Toc142672328][bookmark: _Toc142672383][bookmark: _Toc142672470][bookmark: _Toc142672577]Supported N’t: To indicate the N’t values that the UE is capable to consider (e.g., N’t = 64, 128, 256, 512).
· [bookmark: _Toc134052142][bookmark: _Toc134521633][bookmark: _Toc135042313][bookmark: _Toc142570015][bookmark: _Toc142650456][bookmark: _Toc142658745][bookmark: _Toc142658866][bookmark: _Toc142658978][bookmark: _Toc142672330][bookmark: _Toc142672385][bookmark: _Toc142672472][bookmark: _Toc142672579]Supported N_TRP: To indicate N_TRP, which is the number of TRPs to (e.g., N_TRP = 1, 2, …, 72)

[bookmark: _Toc134052143][bookmark: _Toc134521634][bookmark: _Toc135042314][bookmark: _Toc142570016][bookmark: _Toc142650458][bookmark: _Toc142658746][bookmark: _Toc142658867][bookmark: _Toc142658979][bookmark: _Toc142672331][bookmark: _Toc142672386][bookmark: _Toc142672473][bookmark: _Toc142672580][bookmark: _Toc159231909]RAN1 to consider at least the following optional UE’s conditions for Case 1:
· [bookmark: _Toc134052144][bookmark: _Toc134521635][bookmark: _Toc135042315][bookmark: _Toc142570017][bookmark: _Toc142650459][bookmark: _Toc142658747][bookmark: _Toc142658868][bookmark: _Toc142658980][bookmark: _Toc142672332][bookmark: _Toc142672387][bookmark: _Toc142672474][bookmark: _Toc142672581]Supported on collecting collection assistance for training and monitoring: it defines the support of UE to receive data collection assistance from the LMF. 
· [bookmark: _Toc134052145][bookmark: _Toc134521636][bookmark: _Toc135042316][bookmark: _Toc142570018][bookmark: _Toc142650460][bookmark: _Toc142658748][bookmark: _Toc142658869][bookmark: _Toc142658981][bookmark: _Toc142672333][bookmark: _Toc142672388][bookmark: _Toc142672475][bookmark: _Toc142672582]Supported TRPs indication: it indicates whether TRPs selection by the UE is supported.
· [bookmark: _Toc134052146][bookmark: _Toc134521637][bookmark: _Toc135042317][bookmark: _Toc142570019][bookmark: _Toc142650461][bookmark: _Toc142658749][bookmark: _Toc142658870][bookmark: _Toc142658982][bookmark: _Toc142672334][bookmark: _Toc142672389][bookmark: _Toc142672476][bookmark: _Toc142672583]Supported set conditions for measured DL PRS: defines support of using DL PRS based RSRPP measurements.
· [bookmark: _Toc134052147][bookmark: _Toc134521638][bookmark: _Toc135042318][bookmark: _Toc142570020][bookmark: _Toc142650462][bookmark: _Toc142658750][bookmark: _Toc142658871][bookmark: _Toc142658983][bookmark: _Toc142672335][bookmark: _Toc142672390][bookmark: _Toc142672477][bookmark: _Toc142672584]Supported performance monitoring conditions – supports model drift identification: defines support of data distribution measurement to identify label drift and features drift.
· [bookmark: _Toc134052148][bookmark: _Toc134521639][bookmark: _Toc135042319][bookmark: _Toc142570021][bookmark: _Toc142650463][bookmark: _Toc142658751][bookmark: _Toc142658872][bookmark: _Toc142658984][bookmark: _Toc142672336][bookmark: _Toc142672391][bookmark: _Toc142672478][bookmark: _Toc142672585]Supported performance monitoring conditions – minimum measurement report periodicity: defines the minimum periodicity to report performance monitoring.
· Supported performance monitoring conditions – supports output monitoring without ground truth: defines support of buffer/historical output inference monitoring.
· [bookmark: _Toc134052149][bookmark: _Toc134521640][bookmark: _Toc135042320][bookmark: _Toc142570022][bookmark: _Toc142650464][bookmark: _Toc142658752][bookmark: _Toc142658873][bookmark: _Toc142658985][bookmark: _Toc142672337][bookmark: _Toc142672392][bookmark: _Toc142672479][bookmark: _Toc142672586]Supported estimated RSRPP differential quantization reporting: defines the quantization methodology used to deliver measurements on the RSRPP reporting message.

[bookmark: _Toc142650377][bookmark: _Toc142655694][bookmark: _Toc142655759][bookmark: _Toc142655886][bookmark: _Toc142656721][bookmark: _Toc142657039][bookmark: _Toc142657149][bookmark: _Toc142657240]

Signaling and procedures supporting functionalities
For case 1 direct AI/ML positioning, UE may have received a set of supported functionalities defined by the LMF. Due to a change of the area with specific channel characteristics, UE may request/indicate its desired functionality to LMF. Based on the UE request, LMF may switch to another functionality for the target UE. By doing so, we enable a robust AI/ML positioning framework, in which the LMF gains the ability to switch between functionalities.

[bookmark: _Toc142650382][bookmark: _Toc142655699][bookmark: _Toc142655764][bookmark: _Toc142655891][bookmark: _Toc142656726][bookmark: _Toc142657044][bookmark: _Toc142657154][bookmark: _Toc159231910]For Case 1, UE may report applicable functionalities to LMF. However, the final functionality decision is up to the LMF.
[bookmark: _Toc159231911]RAN1 to avoid any functionality decision (e.g., switching/deactivation) by UE autonomously. 
[bookmark: _Toc159231912]For Case 1, LMF is the entity to select/switch/activate/deactivate/fallback functionality for the target UE(s).


Some practicalities on managing the set of functionalities defined for one specific UE or UEs may report dynamic/online information to the LMF which may impact on the functionality setting. However, to avoid additional specification impact, no reconfiguration is not expected after the functionality was set by the LMF.  

[bookmark: _Toc159231768][bookmark: _Toc159240769]For Case 1 direct AI/ML positioning, no reconfiguration is expected on any functionality based on the preferred dynamic/online indications coming from the UE.

[bookmark: _Toc159231769][bookmark: _Toc159231913][bookmark: _Toc159240770]gNB-side – AI/ML Assisted (Case 3a)


In Case 3a, the AI/ML model is deployed at gNB to enable an AI/ML-assisted positioning method. In this case, the model input is composed by uplink channel observations to generate measurements as UL RSRPP in the gNB. The output of the AI/ML-model is an intermediate feature (e.g., ToA, LOS/NLOS indicator), which needs to be reported to LMF. Finally, LMF performs the position estimation. An illustration of Case 3a is given in Figure 4.  

[image: ]
[bookmark: _Ref158205027]Figure 4 - Case 3a – NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
 


A summary of the main aspects characterizing Case 3a are extracted from [2] and shared in the following. 
	
… text omitted ...

Inference input: TRP is assumed to perform measurement as model inference input for Case 3a
For gNB-side model inference (Case 3a), input data is internally available at gNB.
Ground truth generation and entity: At least network entity with known PRU location is identified to generate ground-truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
Entity to generate other training data (at least measurement corresponding to model input): TRP (Case 3a)
Entity to derive monitoring metric: gNB at least for Case 3a
Entity to derive monitoring metric (based on ground truth): LMF is identified as the entity to derive the monitoring metric at least when monitoring is based on provided ground-truth label (or its approximation).

Measurements:
For AI/ML assisted positioning with NG-RAN node assisted positioning (Case 3a): 
- Measurement report to carry model output to LMF 
- New measurement report: e.g., ToA, path phase 
- Existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP 
- Enhancement of existing measurement report: e.g., soft information/high resolution of RSTD
New measurement report: For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for NG-RAN node assisted positioning (Case 3a)

… text omitted ...



In this contribution, aspects related Case 3a inference input/output and signaling, and procedures related to inference are discussed in the following subsections.

Inference Operation
AI/ML model inference input
Inference operation in Case 3a is performed by gNB and the input data for inference is internally available at gNB. Due to similar reasons discussed in Section 3.1.1, the measurements in Case 3a could rely on legacy UL RSRPP measurements reflecting power and delay measurements, with any necessary enhancements that might be required. The necessary measurement(s) for the model input are performed by each TRP(s) considering only UL SRS as reference signal. 


[bookmark: _Toc159231770][bookmark: _Toc159240771]As performance monitoring needs to be specified for Case 3a, the measurements used for inference and monitoring need to be aligned and consequently specified, e.g., gNB may report to LMF the same measurements used for inference during performance monitoring procedures.
[bookmark: _Toc159231914]For Case 3a, RAN1 to consider in the normative work that the input used for inference may not consider new measurements. 
[bookmark: _Toc159231915]In Case 3a, reference signal used for measurements for inference input at the gNB side is only UL SRS for positioning.
[bookmark: _Toc159231916]In Case 3a, measurements corresponding to model inference input must consists of UL RSRPP as per its existing definition in the specifications. FFS to include reporting of additional number of paths (e.g., to achieve desired positioning performance). 

Nevertheless, for estimating the LOS/NLOS indication in Case 3a, it is likely that gNBs may utilize unsupervised models, e.g., doing channel classification, since generation of ground truth for LOS/NLOS indication would be very difficult in practice. In this case, gNB models can utilize pre-defined channel features, e.g., delay spread, peakiness, etc., for channel classification. This would imply pre-processing of the inference input as channel features need to be extracted from UL RSRPP.

[bookmark: _Toc159231917]For LOS/NLOS estimation in Case 3a, UL RSRPP can be pre-processed for the model inference input to extract pre-specified channel features, e.g., delay spread, peakiness, etc. FFS the list and definition of the channel features.

AI/ML model inference output
The output of the AI/ML model inference in Case 3a is a positioning-related intermediate feature, such as a timing estimation or LOS/NLOS indicator to be used by LMF for any legacy position method to estimate the UE position. For this, gNB can report the said intermediate feature to LMF via an existing report using NRPPa procedures.

In [2], two major intermediate features were identified and evaluated. One is the ToA indicator, and the other option is the LOS/NLOS indicator.


[bookmark: _Toc159231918]For Case 3a, the model inference output may consist of at least ToA estimation and LOS/NLOS indication. 
[bookmark: _Toc159231919]In Case 3a, gNB reports its inference output to LMF, using NRPPa signaling. 
[bookmark: _Toc159231920]In Case 3a, gNB reports its inference output per TRP.

Signaling and procedures for inference
The inference operation at gNB would be necessary when LMF determines to utilize an UL positioning method upon an LCS location request. Thus, LMF could request one or more gNBs involved in the inference operation of their AI/ML models, by activating corresponding functionality. Such signaling can utilize NRPPa messages, with necessary enhancements to be determined after sufficient RAN1/RAN2 progress.


[bookmark: _Toc159231921]In Case 3a, the inference operation at gNB can be requested by LMF, e.g., upon LCS location request arriving at LMF, where LMF activates the corresponding gNB. The associated signaling can be part of NRPPa.

To perform the desired inference operation, the target UE needs to be configured with UL SRS transmission. While the transmission of the UE could be configured by its serving gNB, the characteristics of the configuration (e.g., bandwidth) could be determined by LMF, e.g., depending on the QoS requirements of the associated location request, as in legacy UL positioning.

[bookmark: _Toc159231922]In Case 3a, the target UE is configured with UL SRS by its serving gNB, whose characteristics are determined by LMF, as in legacy UL positioning.

For cases when multiple gNBs are involved, then the inference operation would be performed by the serving gNB of the target UE and one or more neighboring gNBs if they support the desired AI/ML functionality. In the case where multiple gNBs or TRPs are involved in positioning estimation, it is necessary that the inference output of multiple models operating at corresponding entities needs to be unified, i.e., aligned in terms of type, format, etc. so that the LMF can process them altogether. For this, a specific inference output of the model at the gNB can be requested by LMF. When determining the request, LMF would consider capabilities of individual gNBs or TRPs.

[bookmark: _Toc159231923]In Case 3a, for inference, at least specific inference output (e.g. LOS/NLOS indication or ToA estimation) at the gNB (e.g., with certain type or format) can be requested by LMF as in legacy positioning. 






[bookmark: _Toc159231771][bookmark: _Toc159231924][bookmark: _Toc159240772]LMF-side – Direct AI/ML (Case 3b)

In this case, the model is deployed at the LMF-side to enable a direct AI/ML positioning. Thus, the model output is the horizontal UE position, which is estimated in the LMF using measurements already obtained in the gNB (uplink positioning). An illustration of this case is represented in Figure 5.  

[image: ]
[bookmark: _Ref156996331]Figure 5 - Case 3b, NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.

In this contribution, aspects related to Case 3b model inference input/output and signaling, and procedures related to inference are discussed in the following subsections.

Inference Operation
AI/ML model inference input
Inference operation in Case 3b is performed by LMF, but the input data for inference is measured by gNB and shared with LMF. The model input could be an existing measurement as RSRPP or RSTD. Here, the necessary measurement(s) for the model input are performed by TRP(s). For this purpose, gNB can report the said measurements to LMF via the legacy report based on NRPPa procedures or an enhanced version of them.

[bookmark: _Toc159231772][bookmark: _Toc159240773]As performance monitoring needs to be specified for Case 3b, the measurements used for inference and monitoring need to be aligned and consequently specified.

[bookmark: _Toc159231925]In Case 3b, for inference input, RAN1 should not introduce new measurements, but use legacy UL RSRPP measurements. FFS necessary enhancements to UL RSRPP (e.g., number of additional paths). 

For Case 3b, one crucial aspect is how the gNB reports the measurement to the LMF while avoiding overhead. In this regard, due to clustered nature of the dominant taps, the overhead can further be reduced by choosing multiple windows. By doing so, the overhead is reduced significantly compared to the existing schemes. Furthermore, the power information observed over each windows may be estimated if needed to determine which cluster has the dominant component. In summary, the reporting is performed as follows. 
· Assuming the measurement is evaluated at the gNB, a threshold is decided by informing all the channel taps that are  below the maximum channel tap, this way one can ensure the reporting of only stronger tap.
· Upon determining the valid taps, a bit map of length equal to the number of taps used is created with all zeros. The length can be configured by the LMF or can be agreed between the LMF and the gNB.
· In the bit field string, ones are introduced in those corresponding locations that has the channel power higher than the estimated threshold. This information is then fed back to the LMF as the model input for estimating the position.
· Thus, if we assume there are  taps in the measurement estimate,  bit string is transmitted. 

For example, let us assume, for instance , windows configured by the LMF and used by the gNB to report the PDP/DP profile as shown in the Figure 6. Next, gNB may select best window(s) based on the observed channel conditions and clustering of the PDP/DP profiles. The different steps involved in this process are as follows: 

· gNB creates the DP pattern with a bit string of length  with ones and zeros as shown in Figure 6.
· Next, the gNB uses the first valid bit, i.e., “1”, as the offset and tries to fit all the windows available from the list . 
· The offset, which needs to be reported uses  bits, which is then followed by the window index used from the window list  and the DP profile corresponding to the chosen window size.

[image: A diagram of a channel tape

Description automatically generated]
[bookmark: _Ref158979747]Figure 6 Windowing scheme (using DP as example)



In Figure 7 various reporting options are mentioned to reduce the overhead as we know that the channel taps are correlated due to the front-end filters used. In Figure 7a, the reporting structure targeted for DP based scheme, where we can reduce by provide DP bit patterns only within a window. In Figure 7b, one can optionally provide the energy associated with each DP window reported by the gNB. In this case, LMF can determine the quality of each window and depending on the power levels, they can be considered in the positioning evaluation. Finally, Figure 7c illustrates the metric structure to report the PDP. In this case, the window with certain bit fields to inform the validity of the tap followed by the energy of each of those taps in those locations within window for which the bit is set. This way, LMF can reconstruct the partial PDP with certain interpolation schemes, which can then be fed to the LMF-side model for positioning estimation. 

	
[image: A screenshot of a video game

Description automatically generated]
(a) Reporting structure for DP

	[image: A screenshot of a computer
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(b) Reporting structure with window level total energy

	[image: A screenshot of a computer

Description automatically generated]
(c) Reporting structure with PDP as reporting metric with windowing option


[bookmark: _Ref158979874]Figure 7 Reporting structure for various measurement metrics.


For case 3b, to reduce overhead, LMF provides the UL measurement reporting configurations to gNB, containing window size list and maximum number of windows.
For case 3b, for inference input, depending on the channel observation, gNB can determine/select the required reporting configuration to enable the reporting windowing scheme without compromising the measurements content.  
For case 3b, for inference input, gNB reports UL measurement to LMF by choosing a configuration from the set of configurations provided by the LMF. 


The reporting scheme presented in Section 3.2.4 may be reused in reporting measurements from the gNB to the LMF because the nature of the differential quantization of being agnostic to the reporting container or reporting message.

[bookmark: _Toc159231930]In Case 3b, for performance monitoring, to reduce the signaling overhead of reporting measurements from gNB to LMF, gNB may use a reporting scheme based on differential quantization.
[bookmark: _Toc159231931]In case 3b, for performance monitoring, the LMF may configure gNB to report measurements using differential quantization report with the configuration indicating at least a number of messages for carrying the measurement report, a minimum percentage of channel energy.

AI/ML model inference output
The output of the AI/ML model inference in Case 3b is the estimation of UE position. As LMF deploys the AI/ML model in Case 3b, the estimated UE position is internally available at LMF without any specification impact.


Signaling and procedures for inference
The positioning measurement, potential preprocessing, measurements reporting at gNB would be necessary when LMF determines to utilize an UL positioning method upon an LCS location request. Thus, LMF could request one or more gNBs that were determined to be involved in the positioning inference, by requesting positioning measurements from the selected gNBs.

[bookmark: _Toc159231932]In Case 3b, LMF may request reporting of UL measurement by gNB, e.g., upon LCS location request arriving at LMF. The associated signaling can be part of NRPPa.

[bookmark: _Toc159231773][bookmark: _Toc159231933][bookmark: _Toc159240774]Others
AI/ML aided positioning round-trip methods 

During the study item, it has been observed that the AI/ML positioning model exhibits various degree of robustness w.r.t. the magnitude of the synchronization error. When the synchronization error is variable – the typical case with the UE being synchronized only to its own gNB and not to all TRPs, the AIML model needs to be to dynamically compensate for changes in said error and this may result in more complex models, which need considerably more training data to use. To counteract such effects, legacy positioning introduced time-difference of arrival and round-trip methods. To enable the former method in AI/ML positioning, the LMF needs to coordinate the training data collection between the UE and the gNB, since a single training sample has now multiple sources.

[bookmark: _Toc159231774][bookmark: _Toc159240775]To cope with synchronization errors, legacy round-trip methods may be reused in AI/ML positioning and to that end, new measurements may need to be defined to ensure collection of coherent measurements from the UE and the gNB. 


[bookmark: _Toc159231775][bookmark: _Toc159231934][bookmark: _Toc159240776]Conclusion
In this contribution, we discuss details of AI/ML for positioning enhancement use case and have the following observations and proposals:

Observations
Observation 1: In Case 1, as performance monitoring needs to be specified for Case 1 direct AI/ML, the measurements used for inference and monitoring need to be aligned and consequently specified, e.g., UE may report to LMF the same measurements used for inference during performance monitoring procedures.
Observation 2: Legacy RSRPP measurement in the specifications already corresponds to PDP measurement with a limited number of taps.
Observation 3: In Case 1 direct AI/ML positioning, ground truth label (or its approximation) relates to location coordinates.
Observation 4: In Case 1 direct AI/ML positioning, in addition to UE, LMF may also derive the performance metric.
Observation 5: For Case 1 direct AI/ML positioning, the legacy RSRPP signaling report may be complemented with differential quantization scheme to deliver additional up to 50 PDP samples in the time domain.
Observation 6: For the necessary data for training in all cases, including Case 1 direct AI/ML, the positioning accuracy is affected by two factors: the dataset size and the labels (UEs locations) following uniform distribution.
Observation 7: In Case 1 direct AI/ML positioning, for monitoring, UE may request its location information from LMF to be used as ground truth (or its approximation).
Observation 8: In Case 1 direct AI/ML positioning, for monitoring purposes and ground truth generation, it would be preferable to not utilize DL-based positioning methods since ML-based positioning also relies on DL measurements, and any imperfections, e.g., NLOS, UE measurement inaccuracies, etc. would impact both estimates.
Observation 9: For Case 1 direct AI/ML positioning and monitoring purposes, selection of a PRU for ground truth or other data generation for a specific target UE is not trivial, e.g., due to different channel measurements that might be observed by PRU and target UE even if they are in proximity.
Observation 10: For case 1 direct AI/ML positioning, data collection for monitoring, collecting samples with high positioning label confidence (high label accuracy) ensures reliable positioning accuracy monitoring by UE or LMF.
Observation 11: The RF imperfections cause undesired phase rotation and delays of the positioning signal. As a result, the UE hosting one specific functionality experiences signal distortions which, if are not considered during training, are wrongly absorbed into the positioning measurement.
Observation 12: While features as inference frequency, UE type, positioning measurement acquisition are intrinsic to functionality and/or UE type and thus relatively easily controllable, features as training data availability and reliability are extrinsic and typically depend on the propagation and interference conditions that the UE finds itself in.
Observation 13: For Case 1 direct AI/ML positioning, for inference purposes the NW-side additional condition is used to generate a correlation between the additional condition mapped on individual models deployed in the UE-side and the NW-side additional condition characterizing the specific area where the inference is required.
Observation 14: A positioning feature corresponds to a positioning method defined in legacy NR positioning framework. Hence, legacy framework with LPP protocol for e.g., capability reporting, measurement reporting can be exploited for functionality-based LCM purposes.
Observation 15: For Case 1 direct AI/ML positioning, no reconfiguration is expected on any functionality based on the preferred dynamic/online indications coming from the UE.
Observation 16: As performance monitoring needs to be specified for Case 3a, the measurements used for inference and monitoring need to be aligned and consequently specified, e.g., gNB may report to LMF the same measurements used for inference during performance monitoring procedures.
Observation 17: As performance monitoring needs to be specified for Case 3b, the measurements used for inference and monitoring need to be aligned and consequently specified.
Observation 18: To cope with synchronization errors, legacy round-trip methods may be reused in AI/ML positioning and to that end, new measurements may need to be defined to ensure collection of coherent measurements from the UE and the gNB.


Proposals

Proposal 1: RAN1 to consider the following scope to discuss the specification support for UE-side model - Case 1 direct AI/ML positioning
1. Inference operation
a. Inference input and output
b. Measurements/reporting enhancements on legacy positioning measurement and reporting framework (e.g., LPP)
c. Enhancements to legacy positioning framework (e.g., LPP) to enable inference
2. Performance monitoring
a. Monitoring metric(s) 
b. Entity deriving monitoring metric
c. Entity determining functionality decision based on monitoring outcome
d. Enhancements to legacy positioning framework (e.g., LPP) to enable monitoring.
3. Data collection
a. Necessary content data for training
b. Entity, criteria, and positioning methods to generate ground truth for monitoring purposes.
c. Enhancement on legacy positioning framework (e.g., LPP) enabling generation of ground truth for monitoring purposes.
4. Methods of handling of additional conditions
a. Consider four approaches listed in TR 38.843
b. Note: model identification approach and model transfer approach to be discussed only after related study objectives are finalized.
5. LCM aspects
a. Functionality-based LCM: Legacy positioning framework shall be reused as much as possible.
b. RAN1 should wait for the progress in other Agenda Item “9.1.3.3 Other aspects of AI/ML model and data” before discussing model-ID based LCM aspects.

Proposal 2: RAN1 to consider the following scope to discuss the specification support for gNB-side model (Case 3a) and LMF-side model (Case 3b).
1. Inference operation
a. Model inference input and output
b. Measurements/reporting enhancements on legacy positioning measurement and reporting framework (e.g., NRPPa).
c. Enhancements to legacy positioning framework (e.g., NRPPa) to enable inference.

Proposal 3: For Case 1 direct AI/ML positioning, RAN1 to consider in the normative work that the input used for inference may not consider new measurements.
Proposal 4: For Case 1 direct AI/ML positioning, the reference signal used for measurements corresponding to model input is only DL PRS.
Proposal 5: In Case 1 direct AI/ML positioning, measurements corresponding to model inference input must consist of DL RSRPP as per its existing definition in the specifications (TS 38.214). FFS to include additional number of paths (e.g., to achieve desired positioning performance).
Proposal 6: In Case 1 direct AI/ML positioning, model inference output is the location estimate of the UE doing the inference, i.e., the target UE, and reported to LMF via LPP.
Proposal 7: RAN1 to consider in the normative work for Case 1 direct AI/ML positioning inference that LMF activates the corresponding AI/ML functionality, the activation signaling must be part of LPP Request Location Information.
Proposal 8: RAN1 to consider in the normative work for Case 1 direct AI/ML positioning, UE reports its estimated UE location to LMF in response to LMF’s request using LPP Provide Location Information, as in legacy.
Proposal 9: RAN1 to consider in the normative work for inference in Case 1 AI/ML positioning inference that LMF informs the target UE about the configured DL PRS as it is done in legacy DL positioning.
Proposal 10: In case 1 direct AI/ML positioning, for inference, UE can assist LMF by reporting conditions associated to UE capabilities and requirements (e.g., expected QoS, monitoring requirements, ML-related resource requirements, etc.), as well as any preference (order) among different functionalities in order to enable LMF to properly make an LCM functionality decision.
Proposal 11: In Case 1 direct AI/ML positioning, performance metric based on provided ground truth label (or its approximation) is defined as the statistical difference (e.g., MSE) between ground truth label and UE inference output, where measurements associated with ground truth information can be used as UE inference input.
Proposal 12: For Case 1 direct AI/ML positioning, necessary data for performance monitoring with ground truth label (or its approximation) consists of at least: i) ground truth (or its approximation) collected from PRU or target UE; ii) measurements corresponding to model input, e.g., DL RSRPP measurements collected from PRU; and iii) estimated UE location corresponding to UE inference output.
Proposal 13: For Case 1 direct AI/ML positioning, necessary data for performance monitoring with ground truth label (or its approximation) might be synthetic data, e.g., DL RSRPP measurements associated with virtual UE locations generated by simulation at the network-side. In this case, LMF may inform UE that the provided data is synthetic.
Proposal 14: In Case 1 direct AI/ML positioning, performance metric without ground truth may consist of confidence level associated with model inference output, i.e., UE location estimate.
Proposal 15: In Case 1 direct AI/ML positioning, performance metric without ground truth consists of statistics of measurement(s) compared to the statistics of measurements in the training dataset.
Proposal 16: RAN1 to consider for Case 1 direct AI/ML positioning the standard deviation as monitoring metric based on the historical/buffered inference output.
Proposal 17: In Case 1 direct AI/ML positioning, RAN1 to consider that LMF may assist monitoring in UE-side with information extracted from surrounding UEs.
Proposal 18: For Case 1 direct AI/ML positioning, necessary data for monitoring without ground truth consists of i) statistics of the measurements corresponding to inference input, i.e., RSRPP measurements; ii) historical/buffered inference output (UE location); and iii) characteristics (e.g., statistics) of training data.
Proposal 19: In Case 1 direct AI/ML positioning, LMF may request UE to derive a performance monitoring metric, and UE reports the derived performance metric to LMF.
Proposal 20: In all cases (e.g., Cases 1, 3a, 3b) LMF is the only entity to determine functionality decision (e.g., functionality switching, selection, (de)activation, fallback) based on monitoring outcome.
Proposal 21: In Case 1 direct AI/ML positioning, for UE to derive monitoring metric with ground truth, LMF may provide UE necessary data for monitoring, which contains ground truth (UE location) including quality indicator of ground truth and associated measurements (DL RSRPP measurements) collected from PRU(s).
Proposal 22: In Case 1 direct AI/ML positioning, for LMF to derive monitoring metric with ground truth, UE reports to LMF its output of inference that is performed using  measurements (e.g., RSRPP). These measurements are provided by LMF and collected from PRU(s). In addition, LMF compares the UE inference output with PRU ground truth labels associated with these measurements.
Proposal 23: In Case 1 direct AI/ML positioning, for UE to derive monitoring metric with ground truth, LMF may provide UE necessary data for monitoring, which contains UE locations and associated measurements (RSRPP) that are synthetically generated, e.g., using simulators data.
Proposal 24: In Case 1 direct AI/ML positioning, for UE to derive monitoring metric without ground truth, LMF may provide UE necessary data for monitoring, which contains statistics of the training dataset.
Proposal 25: In Case 1 direct AI/ML positioning, for LMF to derive monitoring metric without ground truth, UE may provide LMF necessary data for monitoring, which contains statistics of UE measurements (RSRPP).
Proposal 26: In Case 1 direct AI/ML positioning, for LMF to derive monitoring metric without ground truth, UE may provide LMF necessary data for monitoring, which contains standard deviation of UE inference output (UE location estimation).
Proposal 27: In Case 1 direct AI/ML positioning, for performance monitoring, to reduce the signaling overhead of reporting measurements from UE to LMF, UE may use a reporting scheme based on differential quantization.
Proposal 28: In case 1 direct AI/ML positioning, for performance monitoring, the LMF may configure UE to report measurements using differential quantization report indicating at least the number of RSRPP messages for carrying the measurement report.
Proposal 29: For Case 1 direct AI/ML positioning, RAN1 to consider enhancements and assistance information on data collection for monitoring purposes and inference in the normative work.
Proposal 30: For Case 1 direct AI/ML positioning, RAN1 must limit the discussion on content data for training data collection purposes in the normative work.
Proposal 31: For Case 1 direct AI/ML positioning, necessary data for training AI/ML models at least consists of: i) measurements corresponding to model inference input, i.e., DL RSRPP measurements; ii) ground truth (or its approximation) associated with model inference output, i.e., UE location coordinates.
Proposal 32: For Case 1 direct AI/ML positioning, the quality of content of the dataset used for training may be based on the sample’s density (#samples/m2) and the distribution similarity of the target dataset with uniform distribution.
Proposal 33: RAN1 prioritizes data collection for monitoring purposes in all AI/ML positioning cases.
Proposal 34: RAN1 prioritizes data collection for monitoring purposes in Case 1 direct AI/ML positioning.
Proposal 35: For Case 1 direct AI/ML positioning, in addition to the surrounding UEs/target UE and PRUs, LMF may also generate synthetic ground truths and measurements for monitoring purposes.
Proposal 36: For Case 1 direct AI/ML positioning, in absence of PRU, RAN1 to consider solutions for UEs (that are not PRUs or the target UE) to generate ground truth, if they satisfy certain criteria defined by the network.
Proposal 37: RAN1 to consider for Case 1 direct AI/ML positioning for monitoring purposes that UE may send a positioning request to LMF for ground truth generation purposes.
Proposal 38: RAN1 to consider for Case 1 direct AI/ML positioning for monitoring purposes that when LMF assists UE to generate ground truth, UE may indicate its preference on using specific positioning method (e.g., non-DL-based).
Proposal 39: RAN1 to consider for Case 1 direct AI/ML positioning for monitoring purposes that when LMF assists UE to generate ground truth, UE may indicate that the requested positioning estimate will be used for ground truth generation purposes to assist LMF determining a suitable method.
Proposal 40: RAN1 to consider in the normative work for Case 1 direct AIML positioning that the LMF may provide UE assistance to generate synthetic ground truth data in case collected data for monitoring (e.g., ground truth and measurements) is not sufficient.
Proposal 41: For Case 1, for ground truth generation by the target UE, LMF may indicate UE preferred positioning method(s) (e.g., sensor-based, RAT-based, etc.) or necessary criteria (e.g., required confidence value) for an estimation to be used as ground truth.
Proposal 42: For Case 1 direct AI/ML positioning and monitoring purposes, RAN1 to consider in the normative work that LMF may provide target UE measurements collected from different PRUs along with similarity context (e.g., threshold for a predetermined similarity scre) to assist selecting a suitable PRU.
Proposal 43: In Case 1 direct AI/ML positioning, for monitoring purposes and generation of ground truth, UE may indicate LMF any preferred PRU(s), which it has previously determined.
Observation: For case 1 direct AI/ML positioning, data collection for monitoring, collecting samples with high positioning label confidence (high label accuracy) ensures reliable positioning accuracy monitoring by UE or LMF.
Proposal 44: For Case 1 direct AI/ML positioning and monitoring purposes, to assess the quality of ground truth to be used in monitoring, LMF may assist UE for obtaining label consistency score/quality of the positioning estimates from one or multiple positioning sources.
Proposal 45: For Case 1 direct AI/ML positioning, RAN1 to consider areas with specific channel characteristics, datasets mapped to specific areas as NW-side additional conditions.
Proposal 46: For Case 1 direct AI/ML positioning, RAN1 to consider as NW-side additional condition specific signal distortions in training and inference to improve the performance of generic UE-side model.
Proposal 47: RAN1 to consider rare events as NW-side additional conditions to improve consistency between training and inference.
Proposal 48: For Case 1 direct AI/ML positioning, RAN1 to consider the set of channel characteristics (e.g., LoS/NLoS rate) as NW-side additional condition.
Proposal 49: For Case 1 direct AI/ML positioning, if the correlation using NW-side additional conditions is done in the UE-side, the LMF assists to UE indicating such NW-side additional condition.
Proposal 50: For Case 1 direct AI/ML positioning, if the correlation using NW-side additional conditions is done in the LMF-side, the LMF assists to UE indicating such correlation outcome.
Proposal 51: For Case 1 direct AI/ML positioning, to ensure consistency between training and inference regarding NW-side additional conditions based on areas with specific channel characteristics, UE reports to the LMF set of TRPs identified during inference using the legacy framework (e.g. LPP).
Proposal 52: RAN1 to consider on using NW-side additional conditions to improve the usability of fixed-TRP-pattern complemented with performance monitoring.
Proposal 53: In Case 1 direct AIML, an AI/ML functionality consists of values for a predetermined list of parameters. These parameters include number of samples in time domain N’t, number of TRPs (N_TRP), etc. FFS the exact list of parameters and allowed values and/o ranges per functionality.
Proposal 54: RAN1 to consider at least the following mandatory UE’s conditions for Case 1:
· Supported N’t: To indicate the N’t values that the UE is capable to consider (e.g., N’t = 64, 128, 256, 512).
· Supported N_TRP: To indicate N_TRP, which is the number of TRPs to (e.g., N_TRP = 1, 2, …, 72)
Proposal 55: RAN1 to consider at least the following optional UE’s conditions for Case 1:
· Supported on collecting collection assistance for training and monitoring: it defines the support of UE to receive data collection assistance from the LMF. 
· Supported TRPs indication: it indicates whether TRPs selection by the UE is supported.
· Supported set conditions for measured DL PRS: defines support of using DL PRS based RSRPP measurements.
· Supported performance monitoring conditions – supports model drift identification: defines support of data distribution measurement to identify label drift and features drift.
· Supported performance monitoring conditions – minimum measurement report periodicity: defines the minimum periodicity to report performance monitoring.
· Supported performance monitoring conditions – supports output monitoring without ground truth: defines support of buffer/historical output inference monitoring.
· Supported estimated RSRPP differential quantization reporting: defines the quantization methodology used to deliver measurements on the RSRPP reporting message.

Proposal 56: For Case 1, UE may request functionality switching to LMF. However, the final functionality decision is up to the LMF.
Proposal 57: RAN1 to avoid any functionality decision (e.g., switching/deactivation) by UE autonomously.
Proposal 58: For Case 1, LMF is the entity to select/switch/activate/deactivate/fallback functionality for the target UE(s).
Proposal 59: For Case 3a, RAN1 to consider in the normative work that the input used for inference may not consider new measurements.
Proposal 60: In Case 3a, reference signal used for measurements for inference input at the gNB side is only UL SRS for positioning.
Proposal 61: In Case 3a, measurements corresponding to model inference input must consists of UL RSRPP as per its existing definition in the specifications. FFS to include reporting of additional number of paths (e.g., to achieve desired positioning performance).
Proposal 62: For LOS/NLOS estimation in Case 3a, UL RSRPP can be pre-processed for the model inference input to extract pre-specified channel features, e.g., delay spread, peakiness, etc. FFS the list and definition of the channel features.
Proposal 63: For Case 3a, the model inference output may consist of at least ToA estimation and LOS/NLOS indication.
Proposal 64: In Case 3a, gNB reports its inference output to LMF, using NRPPa signaling.
Proposal 65: In Case 3a, gNB reports its inference output per TRP.
Proposal 66: In Case 3a, the inference operation at gNB can be requested by LMF, e.g., upon LCS location request arriving at LMF, where LMF activates the corresponding gNB. The associated signaling can be part of NRPPa.
Proposal 67: In Case 3a, the target UE is configured with UL SRS by its serving gNB, whose characteristics are determined by LMF, as in legacy UL positioning.
Proposal 68: In Case 3a, for inference, at least specific inference output (e.g. LOS/NLOS indication or ToA estimation) at the gNB (e.g., with certain type or format) can be requested by LMF as in legacy positioning.
Proposal 69: In Case 3b, for inference, RAN1 should not introduce new measurements, but use legacy UL RSRPP measurements. FFS necessary enhancements to UL RSRPP (e.g., number of additional paths).
Proposal 70: For case 3b, to reduce overhead, LMF provides the UL measurement reporting configurations to gNB, containing window size list and maximum number of windows.
Proposal 71: For case 3b, for inference input, depending on the channel observation, gNB can determine/select the required reporting configuration to enable the reporting windowing scheme without compromising the measurements content.
Proposal 72: For case 3b, for inference input, gNB reports UL measurement to LMF by choosing a configuration from the set of configurations provided by the LMF.
Proposal 73: In Case 3b, for performance monitoring, to reduce the signaling overhead of reporting measurements from gNB to LMF, gNB may use a reporting scheme based on differential quantization.
Proposal 74: In case 3b, for performance monitoring, the LMF may configure gNB to report measurements using differential quantization report with the configuration indicating at least a number of messages for carrying the measurement report, a minimum percentage of channel energy.
Proposal 75: In Case 3b, LMF may request reporting of UL measurement by gNB, e.g., upon LCS location request arriving at LMF. The associated signaling can be part of NRPPa.
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