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Introduction
Integrated Sensing and Communication (ISAC) potentially allows enhancing of network functionality by introduction of new use cases and improving of network performance by means of radio network self-optimization. The sensing is a broad term which implies deriving properties of the physical objects (also known as the target objects) based on how they interact with RF signals – and this interaction commonly described as “channel”. In this contribution, our main goal is to discuss the possible solutions for the ISAC channel modeling, but this task is closely tied with other aspects of this problem.
There are inherent similarities between ISAC and radars as well as between ISAC and positioning. This allows addressing the ISAC problem by the approaches elaborated in the radar and positioning systems. There are some differences as well. Unlike the positioning provided by the 5G NR systems, ISAC technique focuses on objects with no or limited interaction with communication system. In contrast to the traditional radar approach, ISAC technique exploits signals and infrastructure optimized to fulfill primarily the communication tasks.
Anyway, the sensing involves at least one transmitter (TX) and one receiver (RX) and is performed at RX subject to TX signal is known. If TX and RX are collocated, i.e. belong to the same network entity, the monostatic sensing mode is to be considered. If TX and RX are not collocated, i.e. belong to the different network entities, the bistatic sensing mode is to be considered. Beyond that, the network entity could be either a gNB or a UE.
Hence, ISAC is concerned with one of six possible sensing modes (Figure 1).
· gNB monostatic (the same gNB serves both as TX and RX)
· gNB bistatic (one gNB is TX and another gNB is RX)
· gNB-to-UE bistatic (a gNB is TX and a UE is RX)
· UE-to-gNB bistatic (a UE is TX and a gNB is RX)
· UE monostatic (the same UE serves both as TX and RX)
· UE bistatic (one UE is TX and another UE is RX)
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[bookmark: _Ref158731659]Figure 1 ISAC sensing modes
Besides the possible operation mode, there are many specific use cases for ISAC already defined in [1] and summarized in Appendix A of the present document. We may organize all of them into three major fundamental categories (with lesser subdivisions). These categories are:
Detection
Detection of the dynamic environment changes, i.e. appearance of the new objects 
Detections/distinctions of the objects in static environment, ‘vision’ based on the environment processing
Localization/Tracking
Positioning of the object/elements detected at the first stage
Velocity estimation and tracking of the objects/elements that was detected and localized
Classification
Estimation of the object signature/radar cross section (RCS) using received signal
Determination of the object type/class on the base of its signature/RCS
Motion / gesture recognition
Environment awareness
Initial efforts should be mainly focused on the detection problems, but the same model should be able to support further, more complex studies. 
The types of interaction between an electromagnetic wave and physical object are known from the electromagnetic theory and include reflection (both surface reflection and scattering), diffraction and absorption. Although in certain conditions we may use absorption / blockage / absence of signal as the source of information for sensing, generally we should consider reflections as the useful signal sources, and diffraction/absorption as negative effects that complicates the task.
Channel modeling
Channel model options
Channel models can be arranged along randomness / deterministic scale. On the left there should be fully random channel models, like tapped delay lines (TDL) where are environment is set up only by the large scale parameters, such as power delay profile, delay spread and Doppler frequencies (see Figure 2).
On the other edge are mostly deterministic ray tracing models, which may employ multiple reflections as well as diffraction/scattering. Currently used 3GPP 38.901 [2] model contain wide set of scenarios and considered a stochastic, random model. However, it includes deterministic LOS (direct) path, with deterministic angles and distances for this path. Due to this deterministic direct path, the model is successfully used for positioning and MU-MIMO analysis. 


[bookmark: _Ref158812654]Figure 2 Channel models range
For the ISAC tasks, we need to perform “positioning” not only for the direct paths, but also for the reflected ones. For proper representation of the objects within the model, reflected paths should also be deterministic. Thus, at least the path from the “object” that needs to be sensed should have deterministic position / angles of arrivals. 
This is not necessarily requires Ray-Tracing support, since we may not need to take into account geometric propagation and reflection from the flat surfaces – the object can be of any form and have different reflection/scattering profile. But it should have deterministic position.
Besides the “object” entity, there is also “environment” that describes everything but the object of sensing. And here we have different options, in accordance with out channel models “scale”. Environment can be fully random, fully deterministic and hybrid. 
TX/RX entities:
· Fully deterministic positions, angles, distances 
· Already in 38.901, needed for basic system level simulations, positioning, MU-MIMO
Target object for sensing: 
· Should have deterministic positions, angles, distances
· May have random reflection power/polarization properties / RCS
Environment: 
· (Option #1) Fully random environment and described with current WIENER-based stochastic approach (38.901 model)
· (Option #2) Environment may include some (or all) deterministic components described by the ray tracing as well as random.
Proposal 1: For ISAC modeling, it is proposed to introduce deterministic description of the reflections (and may be absorptions) from the target object of sensing.
Observation 1: There are two options in description of the rest of environment: it could be modeled as fully random or as somewhat deterministic.

Let’s consider both options in more details.

Option #1, Fully 38.901 compatible
TX->RX channel generated as baseline 38.901 model
From TX->Object channel we basically need only total pathloss value and delay.
[bookmark: _GoBack]Object->RX channel generated as a baseline 38.901 model. Transmission (refection) power determined by TX power, TX->Object pathloss, and object RCS (cross section in dBsm). RCS can depend from angle or be random.
Two channels (CIRs) are combined in one taking into account relative time delay
Resulting channel properly model Object position and power in a completely random environment


Figure 3 Option 1 for ISAC channel model illustration
Pros and cons:
+ Requires minimum efforts for agreement and implementation since basically everything is already adopted and widely used
+ We can evaluate detection, tracking and even recognition of the object especially in dynamic case.
- Not proper for environment detection since random environment is different for different stations (low spatial correlation) and cannot be properly accumulated.
- Only first order reflections are modeled and there are no explicit descriptions of the second- and higher-order from the target object (on the way from the target object to RX). 
- Cannot be used for environment awareness use case and advanced AI/ML processing

Option #2, Hybrid Ray-tracing and random channel model
Environment is explicitly modeled via Ray-tracing and the object is the part of this environment
Environment may consist of the ground/walls reflection (up 2nd order) or can consist of object only.
To introduce objects that at not explicitly modeled (clutter), 3GPP 38.901 rays are included
RT and 38.901 channels (CIR) are combined in one taking into account relative time delay
Resulting channel properly model Object AND environment, with some random components corresponding to the non-described objects in the area 


Figure 4 Option #2, Ray-tracing based channel model for ISAC
Pros and cons:
+ Explicit environment description, potentially more accurate than stochastic model due to taking into account real paths. May be used for environment awareness and detection based on this awareness.
+ May be used for advanced ISAC algorithms (AI/ML) that take into account environment existence 
- Introduction will require additional work for elaboration of environment descriptions and parameters. Calibration among companies may take time due to differences in ray-tracing implementations and lack of clear algorithms description. Require additional implementation efforts 
Proposal 2: Consider the adoption of simplified 38.901-based approach with the stochastic environment modeling and deterministic introduction of the sensing object (Option #1).
Proposal 3: Consider the adoption of hybrid ray-tracing model with the explicit ray-tracing modeling of the environment and sensing object as part of it, as well as some 38.901 rays representing clutter objects (Option #2) as optional model especially for indoor use cases.
Object modeling / RCS theory
Besides the modeling of channel itself, we need to additionally consider the properties of the target object under sensing. The reflectivity of the arbitrary target object being exposed to the incident electromagnetic field can be described by the energy parameter known as the radar cross section (RCS). The RCS is an abstraction taking into account a number of the object’s properties.
The quantity of the reflected energy is affected by many factors and so is the RCS. The reflected energy is dependent on the object’s material and size. The object made of metal produces the stronger reflection than the object made of plastic. Besides the core material, the object’s coating is also of importance. If the type of material is fixed, the large (relatively to the wavelength) objects produce the stronger reflection than the small ones. The object’s shape and orientation matter as well. In general, the smooth curved surfaces (like a sphere) reflect more isotropically. The edged flat surfaces (like a corner reflector) reflect more directionally. The reflected energy is dependent on the object’s orientation w.r.t. the polarization of the incident wave. In some cases, at least theoretically (a wave with specific linear polarization at Brewster's angle), the energy is not reflected at all. One can also note that the depolarization of the reflected wave happens. In turn, this may lead to the decrease of the received energy due to the polarization mismatch.
The RCS is formally defined as the quotient of the scattered power density to the incident power density in a specific observation direction for a specific combination of incident and observation directions. In the case the incident and observation directions coincide, the backscattering takes place. This gives rise to the monostatic RCS. In application to the ISAC problem the monostatic RCS is concerned with the monostatic sensing modes (Figure 1).
In more general case the incident and observation directions differ from each other which gives rise to the bistatic RCS. The bistatic RCS of a target object is dependent on the object’s properties as well as on the bistatic angle (the angle between the incident and observation directions). In application to the ISAC problem the bistatic RCS is concerned with the bistatic sensing modes (Figure 1).
It should be highlighted that the monostatic RCS is just a special case of the bistatic RCS. Another special case of the bistatic RCS is a forward scattering RCS. The forward scattering appears when the target object is close the line between TX and RX. In such a case, the RCS increases by several orders of magnitude. The reason for that is the forward scattering can be modeled using Babinet's principle and the corresponding RCS is determined solely by the silhouette of the target object as seen at RX. This phenomenon may drastically improve the detection performance.
Proposal 4: Monostatic and bistatic RCS are defined separately. 
Proposal 5: For bistatic sensing, RCS for forward scattering is included in the channel model.
The RCS can be introduced as the hypothetical area required for intercepting the TX power density at the target object such that if the total intercepted power were re-radiated isotropically, the power density actually observed at RX is produced.
In the case of free space propagation the incident power density Si at the target object can be written as
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where PTX is the transmitted power, GTX is the TX antenna gain, d is the distance between TX and the target object.
Hence, in the case TX and RX are collocated (i.e. for the monostatic sensing mode) the received power PRX due to the isotropic (back) scattering from the target object can be found as
	
	(2)


where σ is the monostatic RCS, Ae is the effective area of RX antenna.
It straightforward to see the Si multiplied by σ provides the power intercepted by the target object. Hence, the term before Ae is the scattered power density at the RX position
	
	(3)


As a result, the monostatic RCS is defined by the ratio [3]
	
	(4)


where Es and Ei are the far field scattered and incident electric field intensities, respectively.
Due to its definition, the RCS is measured in m2. However, the RCS is not a geometric area but an energy parameter featuring a target object. The reference for the monostatic RCS (σ = 1 m2) is a perfectly conducting sphere which provides the cross-sectional area equal to 1 m2 (diameter equals 1.13 m).
The variations of RSC can be significant so a logarithmic scale is more convenient sometimes. In such a case the RCS is expressed in decibels referenced to a square meter (dBm2, dBsm). Hence, the monostatic RCS of a perfectly conducting sphere with a diameter of 1.13 m equals 0 dBsm.
The RCS of a limited number of simple smooth shapes can be found analytically. As a rule, the high frequency approximation (the target object is much larger than the wavelength) is applied.
It can be shown that the monostatic RCS of a perfectly conducting sphere is dependent on its size only (given the high frequency approximation) and is equal to
	
	(5)


where R is the radius.
The monostatic RCS (corresponding to the normal incidence) of a perfectly conducting flat plane is equal to
	
	(6)


where a and b are the plane’s dimensions, λ is the wavelength.
In the case the carrier frequency equals 6 GHz the wavelength λ equals 5 cm. Given R = a = b = 50 cm, the monostatic RCS is equal to 0.78 m2 and 1256 m2 for the sphere and the flat plane, respectively. Therefore, the sphere is an example of the target objects which results in the weak isotropic scattering, whereas the flat plane corresponds to the case of the strong directional scattering.
The shape which provides the relatively strong backscattering not in the single direction but for some angular range is a corner reflector. It can be derived that the maximum monostatic RCS of the dihedral (two-plane corner reflector), trihedral (triangular corner reflector) with the triangle sides and trihedral with the squared sides are written as
	
	(7)
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where a and b are the corner reflector’s dimensions.
Given λ = 5 cm a = b = 50 cm, the monostatic RCS of the presented corner reflectors are equal to 628 m2, 314 m2 and 942 m2, respectively.
The RCS of a real complex-shaped target object made of various materials can only be determined by means of measurements or simulations. In practice, the RCS can be estimated by the measurement of PRX/PTX ratio. This approach requires a specific measuring setup providing the far-field conditions. The simulation-based approach has been enabled by the evolution of computational electrodynamics. Literally, the RCS simulation is a specific type of ray-tracing technique based on GTD (Geometrical Theory of Diffraction) in combination with PO (Physical Optics) methods. Anyway, such simulations are backed by the high-performance computing and may take a long time.
The task of the RCS determination has been of great importance in the radar field for decades. Hence, the information about the RCS of real target objects can be found in the relevant literature. Some results corresponding to the carrier frequency 12 GHz are shown in Table 1 [4].
[bookmark: _Ref158732108]Table 1 RCS of some target objects
	Target object
	RCS, m2

	Large commercial airplane
	100

	Large fighters
	5-6

	Small fighters
	2-3

	F-117 fighter
	0.1

	B-2 bomber
	0.01

	Man
	1

	Bird
	0.01

	Insect
	0.0001


One can conclude these target objects are mainly address the military and special applications. Beyond that, the frequency range of the radar systems differs from the FR1 and FR2. This means the ISAC problem concerns other types of target object and frequency ranges.
Proposal 6: Based on the use cases which are of interest for ISAC, to introduce the types (e.g. human being, vehicle, UAV, automated guided vehicles etc.) and subtypes (human being: adult/child, vehicle: passenger car/truck etc.) of target objects. To provide the RCS for each type/subtype taking into account the frequency range.
It should be highlighted that the RCS of a complex shape is not just a single value but it is an RCS pattern. Similar to the antenna beam pattern, the RSC pattern defines the dependence of the RCS upon the angle(s). Figure 7 presents the RCS pattern of the consumer-grade UAV [5].
[image: ]
[bookmark: _Ref158732156]Figure 5 Monostatic RCS pattern of AR Drone, Horizontal-to-Horizontal polarization
One can see the variations of RSC are significant. The reason for that is the complex shape can be represented as a «cloud» of reflecting points (i.e. as a set of the secondary sources of electromagnetic waves). Given the distances between the reflecting points are compatible with the wavelength, the partial reflections can sum up constructively or destructively depending on the current object’s position and orientation w.r.t. to RX. This makes the overall RCS dependent on the incident direction. It is worth to note the larger a target object compared to the wavelength the sharper the dependence.
Therefore, the three-dimension monostatic RCS can be introduced as a function of two angles
	
	(10)


where σmax is the maximum RCS, (θ, ϕ) is the azimuth and zenith angle of RX/TX positions as seen at the target object.
Instead of that, the three-dimension bistatic RCS is a function of four angles
	
	(11)


where σmax is the maximum RCS, (θ, ϕ) is the azimuth and zenith angle of RX position as seen at the target object, (θ0, ϕ0) is the azimuth and zenith angle of TX position as seen at the target object.
It should be highlighted that even slight rotation or movement of a complex shape may result in significant fluctuations of the received power. Such fluctuations can be explained by the change of phase differences between the secondary sources which, in turn, causes the variations of the overall received power. This phenomenon can be also interpreted as a fluctuation of the RCS value due to the change of incidence and observation directions.
Whereas the results of the rotation or movement of a real complex-shaped target object can be potentially evaluated directly by means of simulations, this is a time-consuming process. In the radar field, it is common to consider fluctuating RCS as a random value. The similar approach can be adopted for the ISAC problem.
Proposal 7: To adopt the stochastic approach to RCS characterization.
Under the assumption that the RCS is a random value, Swerling models are widely accepted in the radar field. Actually, these models define the statistical properties of RCS by the Chi-square probability density function with specific degrees of freedom. Five Swerling models exist.
Swerling 0 defines the idealized target object without any RCS fluctuations.
Swerling I and II suggest the target object consists of a number of equally sized isotropic reflectors which are distributed on a surface. The corresponding distribution is a generalized central Chi-square probability density function with two degrees of freedom
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One can see equation ((12) corresponds to the exponential probability density function. Hence, σ0 stands for the mean RCS.
Swerling III and IV suggest the target object consists of a dominant isotropic reflector superimposed by a plurality of small reflectors. The corresponding distribution is a generalized central Chi-square probability density function with four degrees of freedom
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It is worth to note that Swerling I/II are very similar to the Raleigh channel model widely used in the telecom field. Besides, Swerling III/ IV share the underlying assumptions with the Rice channel model. This means equation (12(13) can be considered as an approximation of generalized non-central Chi-square distribution of degree two which provides the power of Rician fading.
It should be mentioned that Swerling models have been developed and validated for the target objects specific for the military and special applications. In many cases, the reduction of RCS is beneficial for these applications (e.g. manned aircrafts).
As stated above, the ISAC problem deals with such types of target objects like UAVs, human etc. Small drones often have a fuselage and wings made of plastic with low RCS and only a few more strongly reflecting points. Furthermore, they may fly quite unstable in the wind. This could result in quite large but more fluctuating RCS compared to that of the large airplane. Hence, the appropriate RCS model should be proposed for the target objects specific for the ISAC problem.
Proposal 8: To adopt one of Swerling models or to perform the study on the appropriate statistical model(s) to characterize the RCS of target objects specific to ISAC.
One can note that similar to Raleigh or Rician fading, Swerling models provide no information about the statistical relationship between two realizations of the RCS separated by some time interval. However, in dynamic scenarios it may be important to know how fast the RCS decorrelates in time. In other words, the coherence time of the RCS should be somehow put into consideration.
The math models of Raleigh or Rice channels suggest the channel can be introduced as a wide sense stationary random process. The properties of such a process are known can be defined either by the correlation function or by the power spectrum density. E.g., Jake’s spectrum is a common assumption for Raleigh fading which is equivalent to the correlation function coinciding with zero-order Bessel function of the first kind. The similar approach can be adopted for ISAC.
Proposal 9: To perform the study on the appropriate statistical model(s) to characterize the time-domain behavior of the RCS.
Preliminary simulations for feasibility studies
 For initial development and evaluation of the ISAC algorithms for different use cases, the simplified simulations were carried out. 
	Parameter
	Assumption

	Deployment scenario
	Indoor Factory
300x150x10m space with walls, floor, ceiling:

	gNB setup
	18 gNB uniformly spaced (InF setup)
3sectors with 1x8 antenna arrays each (RX)

	UE setup
	24 UEs randomly dropped in area
1 omni antenna (TX)

	Target object for sensing
	Ideal reflective sphere, in the center of the area

	Channel model
	1) fully random environment + reflected path
2) Pure ray tracing (up to 2nd order) of the environment
3) Combination of the above


	Channel estimation
	Ideal


Environment awareness use case were considered as the main task, the ISAC processing included the post-processing baseband RX beam sweeping using the gNB antenna array and using the estimated narrow-beam CIR to plot radar-like images of the environment.
Assuming ideal knowledge of all gNB and UE positions, the environment can be re-created by accumulation of the radar images from the different gNBs. The processing is similar to environment reconstruction algorithm proposed in [6] and allows plotting map of the first-order reflections only. Antenna sidelobes and 2nd order reflections appear on the map as fandom images that can be filtered out with some post-processing.
Pure ray tracing channel model is used for initial assessment and elaboration of the algorthith.
Environment heat maps are plotted for the case of coordinated processing (1 UE, 18 gNBs) and full area lighting (1 gNB, 24 UEs in area)
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Figure 6 Left: 1 UE, 18 gNBs, Right: 24 UEs, one gNB

Final results represent coordinated processing of all links between all gNBs and all UEs (432 link total). It can be seen that algorithm can properly recreate the InF deployment environment.
[image: ]
Figure 7 18 gNBs and 24 UEs coordinated processing
Observation 2
ISAC sensing with multiple links processing may help to achieve high accuracy in environment awareness. The best results are achieved for multiple gNBs coordination.
Observation 3
Ray-Tracing channel modeling approach is necessary for joint processing and gNB coordination simulation. For current 38.901 models correlation distance is larger than typical gNB and UE spacing and thus, environment channels are not correlated and cannot be combined
To check the development ISAC imaging procedure work in other channel options, we have evaluated the same scenario for other channel modeling options: pure ray tracing, pure 3GPP 38.901, deterministic target object, and combination of the above.
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Figure 8 Comparison of the environments snapshots for different channel modelling approaches

As illustration of object detection possibilities in the case when we have pre-measured environment snapshot, we can also plot the “snapshot difference”, subtracting the environment with object and empty environment pictures to reveal object location.
[image: ][image: ]
Figure 9 Snapshot difference approach allowing to reveal target object within environment


Observation 4
Snapshots differencing approach may help to detect and locate target objects in semi-static cases, or for periodic environment scanning scenarios 
Conclusions
In this contribution, the possible solutions for the ISAC channel modeling were discussed. The following observations and proposals were made as conclusions.
Proposal 1: For ISAC modeling, it is proposed to introduce deterministic description of the reflections (and may be absorptions) from the target object of sensing.
Observation 1: There are two options in description of the rest of environment: it could be modeled as fully random or as somewhat deterministic.
Proposal 2: Consider the adoption of simplified 38.901-based approach with the stochastic environment modeling and deterministic introduction of the sensing object (Option #1).
Proposal 3: Consider the adoption of hybrid ray-tracing model with the explicit ray-tracing modeling of the environment and sensing object as part of it, as well as some 38.901 rays representing clutter objects (Option #2) as optional model especially for indoor use cases.
Proposal 4: Monostatic and bistatic RCS are defined separately. 
Proposal 5: For bistatic sensing, RCS for forward scattering is included in the channel model.
Proposal 6: Based on the use cases which are of interest for ISAC, to introduce the types (e.g. human being, vehicle, UAV, automated guided vehicles etc.) and subtypes (human being: adult/child, vehicle: passenger car/truck etc.) of target objects. To provide the RCS for each type/subtype taking into account the frequency range.
Proposal 7: To adopt the stochastic approach to RCS characterization.
Proposal 8: To adopt one of Swerling models or to perform the study on the appropriate statistical model(s) to characterize the RCS of target objects specific to ISAC.
Proposal 9: To perform the study on the appropriate statistical model(s) to characterize the time-domain behavior of the RCS.
Observation 2
ISAC sensing with multiple links processing may help to achieve high accuracy in environment awareness. The best results are achieved for multiple gNBs coordination.
Observation 3
Ray-Tracing channel modeling approach is necessary for joint processing and gNB coordination simulation. For current 38.901 models correlation distance is larger than typical gNB and UE spacing and thus, environment channels are not correlated and cannot be combined
Observation 4
Snapshots differencing approach may help to detect and locate target objects in semi-static cases, or for periodic environment scanning scenarios.
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Use cases
The list and descriptions of 32 ISAC use cases have been introduced in 3GPP TR 22.837 [1]. These use cases can be loosely attributed as belonging to five verticals: smart home, smart factory, ground transportation, UAV and smart environment. This attribution is
· Smart home
· Intruder detection in smart home (5.1)
· Intruder detection in surroundings of smart home (5.6)
· Contactless sleep monitoring service (5.15)
· Protection of Sensing Information (5.16)
· Health monitoring at home (5.17)
· Service continuity of unobtrusive health monitoring (5.18)
· Roaming for sensing service of sports monitoring (5.24)
· Immersive experience based on sensing (5.25)
· Gesture recognition for application navigation and immersive interaction (5.29)
· Smart factory
· AGV detection and tracking in factories (5.9)
· AMR collision avoidance in smart factories (5.23)
· Integrated sensing and positioning in factory hall (5.32)
· Ground transportation
· Pedestrian/animal intrusion detection on a highway (5.2)
· Railway intrusion detection (5.7)
· Sensing assisted automotive maneuvering and navigation (5.8)
· Sensing at crossroads with/without obstacle (5.11)
· Accurate sensing for automotive maneuvering and navigation service (5.26)
· Vehicles sensing for ADAS (5.28)
· Sensing for automotive maneuvering and navigation service when not served by RAN (5.30)
· Blind spot detection (5.31)
· UAV
· UAV flight trajectory tracing (5.10)
· Network assisted sensing to avoid UAV collision (5.12)
· Sensing for UAV intrusion detection (5.13)
· Smart environment
· Rainfall monitoring (5.3)
· Transparent Sensing Use Case (5.4)
· Sensing for flooding in smart cities(5.5)
· Sensing for tourist spot traffic management (5.14)
· Sensor Groups (5.19)
· Sensing for Parking Space Determination (5.20)
· Seamless XR streaming (5.21)
· UAVs/vehicles/pedestrians detection near Smart Grid equipment (5.22)
· Public safety search and rescue or apprehend (5.27)
Whereas the presented use cases embrace the diverse set of verticals, the expectations of sensing functionality can be divided into two groups. The first group includes use cases backed by the detection, positioning and tracking. The second group includes use cases enabled by the motion recognition, identification and imagining.
One can note the sensing in terms of detection, positioning and tracking is somehow close to the positioning. Instead of that the motion recognition, identification and imagining are more specific. Actually, such kind of sensing is based on analysis of finer-grained characteristics of target object(s) (e.g. micro-Doppler).
Appendix B
Performance metrics
3GPP TR 22.837 provides the quantitative requirements (KPIs) for the sensing performance. These KPIs are
· confidence level, [%]
· accuracy of positioning estimate for given confidence level, [m]
· horizontal and vertical accuracy
· accuracy of velocity estimate for given confidence level, [m/s]
· maximum sensing service latency, [s]
· refreshing rate, [s]
· sensing resolution, [m] [m/s]
· minimum difference in measured magnitude of target objects to be allowed to detect objects in different magnitude
· missed detection probability, [%]
· ratio of missing event to acquire a sensing result over all events
· false alarm probability, [%]
· ratio of detecting an event that does not represent the characteristics of a target object or environment over all events
It is worth to note that such metrics as the confidence level, accuracy of positioning and velocity estimate, maximum sensing service latency and refreshing rate can be directly applied for the 5G NR positioning performance. Instead of that, the sensing resolution, missed detection and false alarm probabilities are the novel metrics. However, these metrics have been around for decades in the radar field.
One can also conclude that the presented KPIs are relevant for the sensing in terms of detection, positioning and tracking. In other words, the KPIs for the sensing in terms of motion recognition, identification and imagining are to be determined.
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