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1 Introduction
In RAN #102 meeting, a work item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. During the previous study item phase in Rel-18, various key agreements were captured within the objective scope that includes framework investigation, assessment of potential specification impact and evaluation of performance benefits for the agreed use cases as described in [2]. Also in [3], additional agreements from RAN1 #115 were included related to model identification of UE-side or UE-part of two-sided models, model delivery/transfer to UE and aspects for the general framework of AI/ML for one-/two-sided models that can be considered for developing/specifying AI/ML use cases and common framework across AI/ML use cases.
[bookmark: _Hlk134626879]In this contribution, we provide our view on open issues related to the addressed scope with previous agreements on AI/ML framework by providing our view on them.
2 Discussion
1 
2 
Model identification
During study item phase in Rel-18, model identification with model ID information has been discussed in details with the related agreements based on the associated scenarios and benefits. As described in [2], UE can indicate supported AI/ML models for UE-side models and UE-part of two-sided models when models are identified with model IDs. However, more than one supported models can be paired for two-sided model with the same or similar operational purpose. In this aspect, it would be beneficial to consider grouping of multiple models such as group model ID within a UE and/or across multiple UEs. Also depending on model attribute data or model property information, individual model IDs can be further grouped into hierarchical sets so that each models can be more broadly applied to varying use cases with different degrees of commonality. In addition, allocating an index would be beneficial to represent different combinations of models (e.g., model IDs) that are assigned for model pairing. When supported AI/ML model IDs are identified, the degree of available information about models (e.g., meta information) and/or model attribute can be the criteria to split models or model IDs into different model levels such as common/dedicated models to improve efficient model pairing search.
Proposal 1: Group model ID can be applied within a UE and/or across multiple UEs.
Proposal 2: Individual model IDs can be further grouped into hierarchical sets so that each models can be more broadly applied to varying use cases with different degrees of commonality.
Proposal 3: The index is allocated for model pairing to represent different combinations of the assigned models (e.g., model IDs) for indication signalling of the paired models.
Proposal 4: The degree of available information about models (e.g., meta information) and/or model attribute can be the criteria to split models or model IDs into different model levels such as common/dedicated models.
Data collection
Since transmitting the collected dataset can increase high signalling overhead, it would be beneficial to selectively collect/send subset of the overall collected data after data quality measurement processing so that overhead of data collection (e.g., dataset delivery) can be lowered by using data subset selected from full dataset collection. In addition, the configured partial dataset can be considered for use without full dataset applied to model input based on device conditions and/or purposes of data collection. Mapping relationship information between data collection and assistance information can be used to further reduce signalling overhead related to data collection of different LCM phases where assistance information supports indication of partial dataset for use.
Proposal 5: The selected data subset can lower data collection related overhead such as dataset delivery.
Proposal 6: The configured partial dataset can be considered for use without full dataset applied to model input based on device conditions and/or purposes of data collection.
Proposal 7: Mapping relationship information between data collection and assistance information can be used to further reduce signalling overhead related to data collection of different LCM phases.
Model training and additional conditions
In [2], a few options as potential approaches are captured to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE-side models. For alignment on additional conditions between NW and UE sides with model identification, it would be beneficial to consider varying model versions to have the associated (target/measured) conditions related to model training before applying to inference. For example, mapping relation information can be configured for model versions in association with additional condition grouping or segmentation so that both NW and UE sides can maintain training-inference consistency based on the identified additional conditions. In addition, if any paired additional conditions on both NW and UE sides are identified for alignment, the related indication message can be supported with the pre-configured information (e.g., index or ID) for model training and/or consistency. Also if additional condition information need to be signalled to UE, signalling overhead of indicating NW-side additional conditions can be reduced using similarity measure and splitting. Depending on ML configuration between NW and UE sides with target model identification, additional conditions can be segmented into common and dedicated parts for indication signalling. 
Proposal 8: Mapping relation information can be configured for model versions in association with additional condition grouping or segmentation related to model training.
Proposal 9: Paired additional conditions on both NW and UE sides can be identified for alignment with the pre-configured information (e.g., index or ID).
Proposal 10: Signalling overhead of indicating NW-side additional conditions can be reduced using similarity measure and splitting.
Proposal 11: Additional conditions can be segmented into common and dedicated parts for indication signalling.
Model monitoring
In our view, it might be also necessary to consider how to select candidate inactive models and how to minimize any potential impact on additional signalling overhead/device resource consumption/etc. When a set of candidate inactive model(s) for UE model switching is configured, the related assistance information may need to be signalled to indicate how those configured candidate inactive model(s) need to stand by based on the pre-configurable modes (depending on models, applications, device, etc.) and device resource status. For example, candidate inactive model can be in different states such as partially/fully loaded or non-loaded so that latency can be reduced for alternative model activation/switching operations by minimizing model performance impact. Also if parallel operation of inactive models is needed, a separate radio link can be considered to perform the associated signalling exchange such as dual-connectivity or multi-USIM connections.
Proposal 12: Selection of candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signalling overhead).
Proposal 13: The relationship between candidate inactive models and the pre-configured parameters (e.g., data drift) can be further studied as a guide of inactive model selection.
Proposal 14: The candidate inactive models are configured to be in different states such as partially/fully loaded or non-loaded.
Proposal 15: A separate radio link connection can be used to perform parallel operation of inactive models.
Model transfer/delivery
When model transfer/delivery is performed, it would be beneficial to consider indication signalling about partial model information when there are multiple models to be sent. For example, partial model information can be categorized into common and dedicated parts so that signalling overhead due to model transfer/delivery can be reduced by signalling the indication of the categorized parts of model information based on the pre-configured mapping information with model-common structure. In addition, it would be also beneficial to consider quasi-based similarity criteria for model properties and/or data characteristics so that any unnecessary part of model transfer content can be avoided if quasi-based similar information about model/data is acquired as previously proposed in [4].
Proposal 16: Only the partial model information can be used for model transfer/delivery where partial model information can be categorized into common and dedicated parts.
Proposal 17: The indication of the categorized parts of model information can be signalled based on the pre-configured mapping information with model-common structure.
Proposal 18: Quasi-based similarity information for model/data properties is used to reduce signalling overhead of model transfer in various scenarios for NW-UE collaboration and format/location-based cases.
3 Conclusions
In this contribution, we discussed open issues related to the addressed scope with previous agreements on AI/ML framework. Additionally, we ask RAN1 to discuss the following proposals: 
Proposal 1: Group model ID can be applied within a UE and/or across multiple UEs.
Proposal 2: Individual model IDs can be further grouped into hierarchical sets so that each models can be more broadly applied to varying use cases with different degrees of commonality.
Proposal 3: The index is allocated for model pairing to represent different combinations of the assigned models (e.g., model IDs) for indication signalling of the paired models.
Proposal 4: The degree of available information about models (e.g., meta information) and/or model attribute can be the criteria to split models or model IDs into different model levels such as common/dedicated models.
Proposal 5: The selected data subset can lower data collection related overhead such as dataset delivery.
Proposal 6: The configured partial dataset can be considered for use without full dataset applied to model input based on device conditions and/or purposes of data collection.
Proposal 7: Mapping relationship information between data collection and assistance information can be used to further reduce signalling overhead related to data collection of different LCM phases.
Proposal 8: Mapping relation information can be configured for model versions in association with additional condition grouping or segmentation related to model training.
Proposal 9: Paired additional conditions on both NW and UE sides can be identified for alignment with the pre-configured information (e.g., index or ID).
Proposal 10: Signalling overhead of indicating NW-side additional conditions can be reduced using similarity measure and splitting.
Proposal 11: Additional conditions can be segmented into common and dedicated parts for indication signalling.
Proposal 12: Selection of candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signalling overhead).
Proposal 13: The relationship between candidate inactive models and the pre-configured parameters (e.g., data drift) can be further studied as a guide of inactive model selection.
Proposal 14: The candidate inactive models are configured to be in different states such as partially/fully loaded or non-loaded.
Proposal 15: A separate radio link connection can be used to perform parallel operation of inactive models.
Proposal 16: Only the partial model information can be used for model transfer/delivery where partial model information can be categorized into common and dedicated parts.
Proposal 17: The indication of the categorized parts of model information can be signalled based on the pre-configured mapping information with model-common structure.
Proposal 18: Quasi-based similarity information for model/data properties is used to reduce signalling overhead of model transfer in various scenarios for NW-UE collaboration and format/location-based cases.
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