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1. [bookmark: _Ref521334010]Introduction
In RAN #102 meeting, study CSI feedback enhancement with checkpoints in RAN#105 (Sept ’24) was approved in the WID for Rel-19 AI/ML for NR air interface [1]. The study objectives for CSI compression are: 
	· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
While addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 


In this contribution, possible approaches to improve trade-off between performance and complexity/overhead, potential methods to alleviate/resolve issues related to inter-vendor training collaboration, and our views on other aspects captured in Rel-18 TR 38.843 which requires further study/conclusion are discussed.
2. Discussion
2.1. Performance-complexity/overhead trade-off improvements
In Rel-18, performance benefit and potential specification impact were studied for AI/ML based CSI compression. Evaluations were performed to assess AI/ML based CSI compression from various aspects. However, from RAN1 perspective, there was no consensus on the recommendation of CSI compression for normative work. One of the reasons was the performance-complexity/overhead trade-off [2].
To improve the performance-complexity/overhead trade-off, it is important to consider the following two issues:
· Issue 1:  How to further improve the performance for AI/ML based CSI compression
· Issue 2: How to further reduce the complexity/overhead  for AI/ML based CSI compression
Further performance improvements for AI/ML based CSI compression
In Rel-18, around 8% SGCS performance gain was observed for AI/ML based CSI compression on rank 1, layer 1 PMI over different payload ranges. For higher rank channels, higher SGCS performance gains (~20%) were observed for higher layer PMIs over different payload ranges. However, in terms of average UPT gains for FTP traffic, for channels with max rank equals to one, only around 2% average UPT gain was observed for light traffic load scenario. Although the average UPT gain increases as the traffic load (reflected by resource utilization, RU) increases, the best average UPT gain was around 5%. Similar phenomena were observed for channel with higher ranks although the average UPT gains were better than low rank channels. In terms of 5 percentile UPT gains for FTP traffic, the observations exhibited similar results, demonstrating that AI/ML based CSI compression have limited eventual KPI performance gain comparing with legacy Rel-16 eType II codebook based method [2].
To improve the performance for AI/ML based CSI compression, three possible approaches could be considered:
· Approach 1: Provide the AI/ML model with richer information which empowers the CSI compression
· Approach 2: Improve the AI/ML model to achieve better CSI compression performance
· Approach 3: Utilize pre/post-processing step which facilitates the CSI compression
Providing AI/ML based CSI compression model with richer information to exploit can improve the performance. One example of possible information is the temporal correlation. As a consequence, the spatial-frequency-domain CSI compression studied in Rel-18 can be further upgraded to temporal-spatial-frequency-domain CSI compression incorporating the CSI correlation in time domain. Another example of possible information is the UL/DL partial reciprocity. Although the DL channel cannot be directly inferred from UL channel in FDD system, there exists the same/similar propagation environment between UL/DL considering mild velocity UEs. Therefore, the high correlation between the magnitudes of UL/DL channels can be exploited to empower the CSI reconstruction at the gNB side [3]. A third example of possible information is the spatial correlation in a larger scale, i.e., CSI correlation between adjacent UEs. Measurement campaign exhibits larger than 0.48 channel correlation between nearby UEs [4]. Therefore, CSI correlation between neighbor UEs can be utilized to improve the accuracy of CSI compression [5]. 
Regarding the temporal-spatial-frequency-domain CSI compression, we have noticed that there are actually two schemes to leverage the temporal correlation:
· Scheme 1: Extracting the time domain feature from previous time instants for better compression for CSI at a given instant. In scheme 1, the input and output dimension for the two-sided temporal-spatial-frequency-domain CSI compression is the same as the corresponding two-sided spatial-frequency-domain CSI compression model. In another word, CSI for one time instant is fed to the model for compression and recovery. The AI/ML model exploits the CSI input time series to extract time domain feature for better compression. 
· Scheme 2: CSI compression of CSI at multiple time instants. In scheme 2, CSI at multiple time instants are co-compressed and co-recovered simultaneously by the CSI generation and reconstruction part in two-sided temporal-spatial-frequency-domain CSI compression model, respectively. In the WID for Rel-19 AI/ML for NR air interface [1], CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach) is listed as example to improve the performance complexity trade-off. Here the CSI compression model in CSI compression plus prediction is indeed the one of scheme 2. 
To our understanding, both scheme 1 and scheme 2 can be studied. For scheme 1, it is a natural extension of Rel-18 spatial-frequency domain CSI compression use case. Therefore, the comparison baseline is the Rel-18 spatial-frequency domain CSI compression. More details on case 1 are discussed in Section 2.3. For scheme 2, the comparison baseline can be the R18 Type II refinement for high/medium velocities, i.e., Doppler domain basis extension. Knowing that scheme 2 mainly serves for compressing the predicted CSI in multiple future time instant. To better evaluate Scheme 2, legacy CSI prediction methods (e.g., auto-regression or Wiener filter) cascaded with a model of scheme 2 can be used. The baseline can be the same legacy CSI prediction method cascaded with R18 Type II codebook with Doppler domain basis extension.
Improving the AI/ML model to achieve better CSI compression performance is another possible approach. Other than counting on more fancy AI/ML model design which is purely an implementation issue without specification impact, another possible venue is to train a cell/site/scenario/configuration-specific model. By trading the model’s generalization/scalability capability for a specialized model design, the inference performance can be improved under the predefined cell/site/scenario/configuration. Such specific model can be trained either with dataset collected under the predefined cell/site/scenario/configuration, or with a fine tuning procedure using aforementioned dataset over a generalization model. Note that in Rel-18 SI phase, scenario/configuration-specific models have been more or less investigated when generalization performance is evaluated. For cell/site-specific model, however, the performance of such model is highly dependent on the quality of the cell/site/scenario/configuration dataset; the robustness of such model against perturbation in the environment of deployment cell/site should be studied. In addition, the accuracy of model inference depends heavily on the dataset consistency between training and inference dataset, so the performance degradation is severe if such assumption does not hold. Last but not least, training a cell/site model may introduce considerable implementation complexity, more difficult model LCM and larger operational/maintenance expenses for the gNB vendor. Therefore, gNB side complexity for cell/site-specific model should be studied. In conclusion, to better estimate the trade-off between performance gain and complexity increase, accurate performance evaluation is essential. Firstly, we need to align the evaluation methodology of cell/site-specific channel model. Note that cell/site-specific model is also the candidate solution to improve performance of AI/ML-based CSI prediction. Therefore, to avoid duplicate work, we prefer to discuss the feasibility and detailed evaluation methodology of cell/site specific channel model in one of the agenda of CSI compression and agenda of CSI prediction.
The third possible approach to improve the model is via the pre/post-processing step which facilitates the CSI compression. To our understanding, this approach is analogous to data pre-processing in Machine Learning. With pre-processing steps, the afterward feature extraction from the data will be easier and therefore the CSI compression performance might be improved. One example of the pre-processing technique is the subspace projection which projects the PMI/channel matrix into the null space of the subspace spanned by the restricted SD basis vectors. Another example is to transform the spatial-frequency-domain PMI/channel matrix into angle-domain, remove the restricted vectors according to, for example, UL/DL partial angular-delay-domain reciprocity information, and transform it back to spatial-domain. Using pre/post-processing step that facilitates the CSI compression is a technique to enhance data quality without loss of essential information in the original data. However, pre/post-processing is highly dependent on implementation and the effectiveness may vary. It is unlikely to provide standardized support for any pre/post-processing methods.  
[bookmark: _Ref158306114]Proposal 1: Temporal-spatial-frequency-domain CSI compression is studied in Rel-19 to improve the performance-complexity/overhead trade-off for CSI compression. 
[bookmark: _Ref158306123]Proposal 2: For temporal-spatial-frequency-domain CSI compression, the following two schemes are considered:
· Scheme 1: Extracting the time domain feature from previous time instants for better compression for CSI at a given instant
· Scheme 2: CSI compression of CSI at multiple time instants
[bookmark: _Ref158306133]Proposal 3: If cell/site-specific model is considered as a candidate solution, evaluation methodology of cell/site-specific channel model should be aligned firstly. To avoid duplicated work, only discuss the feasibility and detailed evaluation methodology of cell/site-specific channel model in either CSI compression or CSI prediction agenda item.
Further complexity/overhead reductions for AI/ML based CSI compression
In Rel-18, model complexity in terms of FLOPs and number of parameters was analyzed. The FLOPS of CSI generation (reconstruction) models scattered between 10M to 800 M (10M to 1100 M), respectively. The number of parameters in CSI generation (reconstruction) models varied between 1M to 13 M (1M to 17 M), respectively [2]. One reason for the scattered complexity distribution is that companies focused more on the model performance and the model complexity optimization was not the priority in Rel-18 study.
To reduce the complexity/overhead for AI/ML based CSI compression, many state-of-the-art techniques in Machine Learning exist. Neural network compression, network pruning, network quantization and knowledge distillation can be used to obtain a more compact new model with comparable performance. These approaches are implementation specific and have little standardization impact. 
[bookmark: _Ref158309759]Observation 1: There are many state-of-the-art techniques in Machine Learning for complexity reduction that can be applied to AI/ML based CSI compression.
2.2. Inter-vendor collaboration
In the WID for Rel-19 AI/ML for NR air interface, the study objectives for CSI compression also included alleviate/resolve issues related to inter-vendor training collaboration. To our understanding, inter-vendor collaboration is a common issue in training collaboration Type 1 to 3 but works on each type in distinctive manner.
For training collaboration Type 1, the inter-vendor collaboration issues are deeply rooted in the mechanism that involves single-side training with model transfer. More specifically, the following aspects should be considered to further  alleviate/resolve issues related to inter-vendor training collaboration:
· Flexibility to support cell/site/scenario/configuration-specific model
If the entity that performs model training is not the one who defines the dataset categorization, assistance information from the counterpart is needed so as to support cell/site/scenario/configuration-specific model in a flexible manner. Inter-vendor collaboration to align the format and possible type of such data categorization for indication is therefore needed.
· Model update flexibility after deployment
For Type 1 NW first training with unknown model structure at UE, the UE can support any model provided by NW after model update. Therefore, the amount of inter-vendor collaboration effort is minimized. For Type 1 NW first training with known model structure at UE, if the model after NW update does not belong to the known model structure at UE, then UE can neither recognize nor deploy the new model. If the model after NW update still belongs to the supportable model at UE, the model update is flexible with NW indicating the new model structure as well as corresponding parameters to be applied at UE. In this case, inter-vendor collaboration for model identification and to align the format and possible type of model parameters for model update is needed.
· Extendibility: to train new UE-side model compatible with NW-side model in use
For Type 1 UE side training, previously in Rel-18 discussion there was no consensus on extendibility to training new UE-side model compatible with NW-side model in use. If there is inter-vendor collaboration between the new UE vendor and existing NW vendors, the NW may transfer the NW-side model in use to the new UE vendor if applicable. Hence, the new UE vendor can freeze the NW-side model in use and train the new UE-side model. In this case, inter-vendor collaboration to align the format and type for model transfer is needed.
· Extendibility: To train new NW-side model compatible with UE-side model in use
For Type 1 NW side training, previously in Rel-18 discussion there was no consensus on extendibility to training new NW-side model compatible with UE-side model in use. If there is inter-vendor collaboration between the new NW and existing UE vendors, the UE vendors may transfer the UE-side models in use to the new NW if applicable. Hence, the new NW can freeze the UE-side models in use and train the new NW-side model. In this case, inter-vendor collaboration to align the format and type for model transfer is needed.
· Whether training data distribution can match the inference device
For Type 1 NW first training, the two-side models are trained with aggregated datasets from different UEs belonging to different UE vendors but residing in the NW. To train a generalized model, the NW can mix the dataset for training. However, if specific model shall be considered, inter-vendor collaboration to align the format and possible type of data categorization for indication between UE vendors and NW is needed. In addition, inter-vendor collaboration to align the format and possible type of data categorization for data aggregation between different UE vendors is also needed.
For training collaboration Type 2/3, the inter-vendor collaboration issues are more related to the mechanism that involves over-the-air FP/BP exchange or dataset delivery. More specifically, the following aspects should be considered to further  alleviate/resolve issues related to inter-vendor training collaboration:
· Flexibility to support cell/site/scenario/configuration-specific model
For Type 2 training, previously in Rel-18 discussion there was no consensus on the flexibility to support cell/site/scenario/configuration-specific model. Since the UEs residing in the NW may belongs to different UE vendors, simultaneous training between one NW and multiple UE vendor servers is needed. To our understanding, the NW should train a common MW side model that matches multiple UE side model. This is due to the fact that NW supporting different NW side models for different UE vendors’ UE side model is a heavy burden for NW. The 1NW- M UE simulation on model generalization performance reveals that the training is totally feasible and there is little performance degradation comparing with pairwise training. However, to train a common MW side model that matches multiple UE side model for Type 2 training, it requires simultaneous over-the-air FP/BP exchange between NW and multiple UE vendor servers. Therefore, inter-vendor collaboration to align the format and type of gradient, and/or the interfaces for the FP/BP exchange is needed. In addition, to prevent or alleviate straggler effect during 1NW- M UE over-the-air FP/BP update, inter-vendor collaboration to coordinate the procedure might be needed. 
For Type 3 training, if the NW is training at first and the NW is not aware of the dataset categorization of UE for the UE-side model, unless there is assistance information exchanged between the two parts, otherwise cell/site/scenario/configuration-specific model cannot be supported in a flexible manner. Therefore, inter-vendor collaboration to align the format and possible type of such data categorization for indication is needed.  For Type 3 with UE training at first and the dataset categorization of NW for the NW-side model is not available at the UE side, similar problem exists and similar inter-vendor collaboration is needed.
· Model update flexibility after deployment
For Type 2 sequential NW first training, previously in Rel-18 discussion there was no consensus on model update flexibility after deployment. Since the NW side model is frozen and only serves to provide gradient in the FP/BP loop, therefore the UE side model update after deployment is flexible. However, regarding the NW side model update, our view is that the UE side models shall be updated in accordance to the NW side model update. Therefore, inter-vendor collaboration to align the format and type of gradient, and/or the interfaces for the FP/BP exchange is needed. In addition, additional inter-vendor collaboration to negotiate the frequency of NW side model update might also be needed because each time the model update at NW side will inevitably lead to UE side model update. 
For Type 3 training, it was previously agreed that the model update is semi-flexible. This is due to the fact that if the entity that performs first the training has made significant changes during model update (e.g., the format of input is changed from spatial-frequency domain PMI matrix to raw channel matrix). Therefore, additional inter-vendor collaboration is need to facilitate the model identification and pairing.
[bookmark: _Ref158309766]Observation 2: In CSI compression using two-sided model use case, different inter-vendor collaboration issues exist for training collaboration types. The inter-vendor collaboration issues for Type 1 training are more relevant to model transfer. The inter-vendor collaboration issues for Type 2 training are more relevant to over-the-air FP/BP exchange. The inter-vendor collaboration issues for Type 3 training are more relevant to dataset delivery.
[bookmark: _Ref158312655]Proposal 4: In CSI compression using two-sided model use case, consider to complete the Rel-18 pros and cons analysis on items with no consensus for training collaboration types.
[bookmark: _Ref158313392]Proposal 5: In CSI compression using two-sided model use case, down select training collaboration types in SI phase.
2.3. Temporal-spatial-frequency-domain CSI compression
The Temporal-Spatial-Frequency-domain (TSF) CSI compression scheme 1, which is proposed in Section 2.1.1, can improve the performance of CSI compression with historical information stored from previous times. By leveraging historical information, the accuracy of CSI compression feedback can be improved or the cost of CSI compression feedback can be reduced while maintaining the same accuracy as previous spatial-frequency-domain (SF) CSI compression model. The structure of an example model for TSF scheme 1 is shown in Fig. 1, which is called ConvCsiFormer. The model input first passes through a convolutional long short-term memory module, which focuses on learning the temporal correlation of the input and transforming the fully connected layer in LSTM into a convolutional layer.
[image: ]
Figure 1. The structure of ConvCsiFormer
ConvCsiFormer adopts a cascaded structure of convolutional long short-term memory and Transformer. The compressed bits output by the Transformer and Fully Connected (FC) layers are quantized and fed into the decoder for dequantization. The decoder adopts a structure that is completely symmetrical to the encoder. The input type for ConvCsiFormer is eigenvector. In the evaluation, we have adopted the number of subbands as 12 and the number of antenna ports as 32. Therefore, the tensor of the model input is [Nc, Nt]=[12,32]. Furthermore, the input dimension of ConvLSTM is [T, Nc, Nt], where T is the number of CSIs to learn the temporal correlation. 
Preliminary evaluation results are shown in Fig. 2, with corresponding simulation parameters for ConvCsiFormer provided in Table 1. Other simulation assumptions are the same as those agreed in Rel-18 CSI compression study.
Table 1. Simulation parameters for ConvCsiFormer
	Sampling frequency
	5ms

	Quantization bits
	2

	ConvLSTM cell number
	3

	Hidden size
	5,10,20

	Kennel size
	(3,3)

	Batch size
	256

	Epoch
	100

	Loss function
	MSE


It can be observed from the results that compared to SF CSI compression and Rel-16 eType II codebook based CSI feedback, obvious SGCS performance gain can be achieved by ConvCsiFormer.
  
Figure 2. Intermediate KPI performance comparison of temporal-spatial-frequency-domain CSI compression, spatial-frequency-domain CSI compression, and Rel-16 eType II codebook based CSI feedback
[bookmark: _Ref158309809]Observation 3: Compared to spatial-frequency-domain CSI compression and Rel-16 eType II codebook based CSI feedback, obvious SGCS performance gain can be achieved with temporal-spatial-frequency-domain CSI compression.
2.4. Considerations on the study in SI phase
In TR 38.843, for AI/ML based CSI compression sub use case, the aspects requiring further study/conclusion  are captured in the conclusions section as follows[2]:
	CSI compression sub use case: 
The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 
Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects were studied but not fully investigated, including the options of CQI/RI calculation, the options of rank>1 solution.
Performance gain over baseline and computational complexity in FLOPs are summarized in clause 6.2.2.8. 
Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach were investigated but not all aspects were identified. 
The pros and cons are analysed for each training collaboration types, and each training collaboration type has its own benefits and limitations in different aspects. The study has investigated the feasibility of the studied training collaboration types and necessity of corresponding potential RAN1 specification impact. However, not all aspects have been concluded.
Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded.
From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.
At least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work:
· Trade-off between performance and complexity/overhead.
· Issues related to inter-vendor training collaboration.
Other aspects that require further study/conclusion are captured in the summary above.


To promote the progress of AI/ML based CSI compression sub use case, we propose to prioritize the work and minimize the workload in Rel-19 as much as possible for the study of AI/ML based CSI compression sub use case.
Trade-off between performance and complexity/overhead
Since there are lots of state-of-the-art techniques in Machine Learning on reducing the complexity/overhead for AI/ML model beyond 3GPP scopes, we can focus the study on how to improve the performance of AI/ML based CSI compression sub use case in Rel-19.
Training collaboration types
In Rel-18, the pros and cons, feasibility and potential RAN1 specification impact were analyzed for training collaboration type 1 to 3.  Eight sub training collaboration types were discussed with several sub types under each type: 4 for type 1 (2 for NW side and 2 for UE side), 2 for type 2 (simultaneous and sequential) and 2 for type 3(NW first and UE first). In order to promote the progress of the study for potential normative work as well as to reduce the workload in Rel-19, we propose to down select the training collaboration types, and only focus on studying the specification impacts of selected training collaboration types. 
Regarding different training collaboration types in CSI compression, it has been observed that separate training can achieve comparable intermediate KPI performance with respect to joint training. In Rel-18, for the study of specification impacts, joint training with training collaboration Type 2 was deprioritized. Since training collaboration Type 2 requires the FP/BP exchange in the same training loop, which will have potentially additional specification impact. Moreover, there are two additional disadvantages for information exchange in the training loop: (1) the exchange procedure is more sensitive to the delay than model transfer or dataset delivery procedures, since both training entities await the counterpart information for gradient update, longer delay leads to slower model convergence. (2) It is possible that many training loop iterations are needed before convergence. In such case the information exchange in the training loop can be unaffordable. Due to the above reasons, we suggest to deprioritize collaboration type 2 in Rel-19.  For the other training collaboration types, Type 1 NW side training and Type 3 NW first training are preferred.
Data collection
Since the study on signaling/mechanism(s) for LCM to facilitate data collection would be led by RAN2, RAN1 can study the following on data collection for training and data collection for monitoring:
· Data collection procedure, e.g., UE-side data collection, or NW-side data collection
· Contents of data sample
· Data sample type, e.g., precoding matrix, channel matrix
· Data sample format: Scalar quantization and/or codebook-based quantization (e.g., Type II alike) 
· Assistance information, e.g., information for categorizing the data for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· Study the necessity and potential solutions (if the necessity has been identified)
· Enhancement on CSI-RS configuration 
· Study the necessity and potential solutions (if the necessity has been identified)
Regarding data collection for training, it is categorized as NW-side data collection and UE-side data collection. We would like to emphasize that it is essential to support NW-side data collection: (1) For training collaboration Type 1, NW can train both AI/ML CSI encoder and decoder based on the collected data within the network. NW-side additional condition can be matched inherently without additional efforts. (2) For training collaboration Type 3, it is more natural to deliver collected data set from NW-side to UE-side. It is impossible for NW to train, store and use large number of AI/ML CSI decoders based on datasets received from multiple UEs, UE vendors or OTT servers. It is also a huge burden if NW has to update/fine-tune its AI/ML CSI decoder frequently along with the received datasets in a continuous manner. (3) NW-side data collection can reuse current CSI report mechanism as much as possible. The additional effort is marginal. Note that for NW-side data collection, ground-truth CSI reporting is needed. In Rel-18, data sample type and format were discussed for ground-truth CSI and several candidate solutions were provided, in SI phase in Rel-19, we can down select the options and study more details.
Performance monitoring
In Rel-18, for AI/ML based CSI compression sub use case, both NW-side performance monitoring and UE-side performance monitoring were studied and various methodologies were proposed by companies. In the SI phase in Rel-19, down selecting the methods is needed. It is our view that performance monitoring at NW-side can be prioritized and proxy model based performance monitoring can be deprioritized. 
Dataset delivery
The study on signaling/mechanism(s) for LCM to facilitate dataset delivery would be led by RAN2. In the agenda for other aspects of AI/ML model and data, dataset delivery would also be studied. In order to avoid duplicated work, the study on dataset delivery can have lower priority in the agenda for CSI compression.
Quantization alignment between UE side model and NW side model
In Rel-18, it was proposed by companies that quantization alignment for CSI feedback between CSI generation part at the UE and CSI reconstruction part at the NW can be achieved through model pairing process, or based on standardized quantization scheme. 
In SI phase in Rel-19, more analysis on the two methods (e.g. the application scenarios for each training collaboration type) is needed, and then a conclusion  on whether to achieve the alignment via standardized quantization scheme can be considered.
For model pairing process, the quantization is aligned based on offline coordination. From NW’s perspective, it is challenging to adopt multiple quantization methods with different UEs at the same time. And according to the evaluation results, different quantization methods do not have obvious gains against each other. It is recommended to go with standardized quantization scheme to reduce offline engineering complexity.
CSI configuration and report
In Rel-18, the following potential specification aspects were identified for CSI configuration and report for AI/ML based CSI compression sub use case:
· CSI-RS configurations (not including CSI-RS pattern design enhancements)
· CSI configuration
· For network to indicate CSI reporting related information, e.g., gNB indication to the UE of one or more of following: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity
· Rank restriction
· Other payload related aspects
· CSI reporting configurations
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW
· CSI report UCI mapping/priority/omission
· Codebook subset restriction
· CSI processing procedures
· CSI processing Unit
It is our view that the legacy CSI reporting principles should be reused as much as possible and the details on the above issues can be discussed in WI phase, i.e., details on CSI configuration and report can be with medium/low priority in SI phase. 
Regarding UCI reporting, several candidate options were provided on CQI determination, down selecting options in SI phase in Rel-19 can be considered. Our preference is to adopt one of the sub options in Option 1.
[bookmark: _Ref158306141]Proposal 6: In CSI compression using two-sided model use case, for the study in SI phase in Rel-19, the following prioritizes are considered:
· (High priority) Improving the performance of AI/ML based CSI compression sub use case
· (High priority) Down selecting the training collaboration types
· (High/medium priority) Issues related to data collection:
· Down selecting  data collection method
· Contents of data sample
· Data sample type
· Data sample format 
· Assistance information, e.g., information for categorizing the data for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· Study the necessity and potential solutions(if the necessity has been identified)
· Enhancement on CSI-RS configuration 
· Study the necessity and potential solutions(if the necessity has been identified)	
· (High/medium priority) Down selecting  performance monitoring methods
· (High/medium priority) Conclusion on whether standardized quantization scheme is adopted
· (Medium/low priority) Issues related to CSI configuration and report
· (low priority) Dataset delivery
[bookmark: _Ref158306147]Proposal 7: In CSI compression using two-sided model use case, for the study in SI phase in Rel-19, the following prioritization on the options in corresponding aspects are considered:
· Training collaboration Type 1 and Type 3 is prioritized, and Type 2 is deprioritized
· Data collection: Data collection at NW-side for training is prioritized
· Performance monitoring at NW-side is prioritized, proxy model based performance monitoring is deprioritized
· Standardized quantization scheme is prioritized
3. Conclusions
In this contribution, we provided our views on approaches to improve trade-off between performance and complexity/overhead, potential methods to alleviate/resolve issues related to inter-vendor training collaboration, and other aspects captured in Rel-18 TR 38.843 which requires further study/conclusion. We also provide initial simulation results for TSF CSI compression, and the following observations and proposals:
Observation 1: There are many state-of-the-art techniques in Machine Learning for complexity reduction that can be applied to AI/ML based CSI compression.
Observation 2: In CSI compression using two-sided model use case, different inter-vendor collaboration issues exist for training collaboration types. The inter-vendor collaboration issues for Type 1 training are more relevant to model transfer. The inter-vendor collaboration issues for Type 2 training are more relevant to over-the-air FP/BP exchange. The inter-vendor collaboration issues for Type 3 training are more relevant to dataset delivery.
Observation 3: Compared to spatial-frequency-domain CSI compression and Rel-16 eType II codebook based CSI feedback, obvious SGCS performance gain can be achieved with temporal-spatial-frequency-domain CSI compression.

Proposal 1: Temporal-spatial-frequency-domain CSI compression is studied in Rel-19 to improve the performance-complexity/overhead trade-off for CSI compression.
Proposal 2: For temporal-spatial-frequency-domain CSI compression, the following two schemes are considered:
· Scheme 1: Extracting the time domain feature from previous time instants for better compression for CSI at a given instant
· Scheme 2: CSI compression of CSI at multiple time instants
Proposal 3: If cell/site-specific model is considered as a candidate solution, evaluation methodology of cell/site-specific channel model should be aligned firstly. To avoid duplicated work, only discuss the feasibility and detailed evaluation methodology of cell/site-specific channel model in either CSI compression or CSI prediction agenda item.
Proposal 4: In CSI compression using two-sided model use case, consider to complete the Rel-18 pros and cons analysis on items with no consensus for training collaboration types.
Proposal 5: In CSI compression using two-sided model use case, down select training collaboration types in SI phase.
Proposal 6: In CSI compression using two-sided model use case, for the study in SI phase in Rel-19, the following prioritizes are considered:
· (High priority) Improving the performance of AI/ML based CSI compression sub use case
· (High priority) Down selecting the training collaboration types
· (High/medium priority) Issues related to data collection
· Down selecting  data collection method
· Contents of data sample
· Data sample type
· Data sample format 
· Assistance information, e.g., information for categorizing the data for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· Study the necessity and potential solutions(if the necessity has been identified)
· Enhancement on CSI-RS configuration 
· Study the necessity and potential solutions(if the necessity has been identified)	
· (High/medium priority) Down selecting  performance monitoring methods
· (High/medium priority) Conclusion on whether standardized quantization scheme is adopted
·  (Medium/low priority) Issues related to CSI configuration and report
· (low priority) Dataset delivery
Proposal 7: In CSI compression using two-sided model use case, for the study in SI phase in Rel-19, the following prioritization on the options in corresponding aspects are considered:
· Training collaboration Type 1 and Type 3 is prioritized, and Type 2 is deprioritized
· Data collection: Data collection at NW-side for training is prioritized
· Performance monitoring at NW-side is prioritized, proxy model based performance monitoring is deprioritized
· Standardized quantization scheme is prioritized
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Intermediate KPI performance comparison between TSF, SF, and Rel-16 eType II 
ConvCsiFormer (TSF)	24	48	96	128	256	0.83099999999999996	0.878	0.88700000000000001	0.91500000000000004	0.94199999999999995	SCsiNet (SF)	20	40	60	80	100	120	240	0.76870000000000005	0.81010000000000004	0.82989999999999997	0.84309999999999996	0.85240000000000005	0.85940000000000005	0.88290000000000002	Rel-16 eType II	20	40	60	80	100	120	0.62709999999999999	0.70169999999999999	0.7268	0.7742	0.78559999999999997	0.80859999999999999	Payload
SGCS




image1.JPG
encoder

decoder ‘
Slot n + v
Tnput:[Ne,Nt]

ConvL Dimension v ConvL

o Transformer FC L Dinemiong! Quantizer De-quantizer »| FC Transformer P

T T
e R

5 The sample from the previous moment b=

Slot n+1, i ?
Input:[Ne,Nt] ConvL Dimension, ConvL

= 1tize De i FC

STM Transformer FC eduction p Quantizer e-quantizer ‘Transformer STM
I Accum

Accuma e

Stot T, wescs o

Input:[Ne,Nt]
ConvL Dimension, De ConvL
=, e-quantizer EC

- Transformer |t FC | DIMCrsion, | quantizer quant Transformer s

T T
o Ao,

Accuma s

seacsi b

v





