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Introduction
In this paper, we present views on AI/ML applications to physical layer for beam management based on the objectives in the Rel-19 NR work item on AI/ML [1]:
	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
· NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


The different sub-use-cases that can be considered for AI/ML aided beam management framework are discussed along with discussions of the conclusions from the Rel-18 SI on AI/ML based Beam Management [2] and initial assessment of possible specification impact to enable these sub-use-cases for 5G NR Rel-19. 
[bookmark: _Hlk47732020]Use Cases for AI/ML-aided Beam Management
The beam management use case for AI/ML study can be broadly divided into two sub-cases i.e., spatial domain beam management and temporal domain beam management. Regardless for the specific use case, a common AI/ML model training and deployment framework can be considered as follows for the scope of Rel-19 work item as shown in Figure 1, where a machine learning model with offline training/validation is considered. The model is offline in the sense that dataset for training and testing are pre-generated, and the model is pre-trained in a non-real time manner.


[bookmark: _Ref101998927]Figure 1: AI/ML Model Training and Deployment
In Rel-19, RAN1 should focus on offline model training and testing and different model life cycle management procedures related to offline model training. Online learning techniques should not be a focus of the work item and related specification impact in Rel-19. 
Based on detailed discussions during the Rel-18 study on AI/ML, the following main sub use-cases for beam management were identified in [2]:
1. Spatial Domain Beam Management (BM-Case1): Predict the optimal beam at UE or BS without exhaustive search with an aim to reduce measurement and reporting latency
a. DL Tx (UL Rx) Beam prediction at the gNB: For this use-case, consider a 2D planar array at gNB with multiple analog Tx beams and a fixed Rx beam or optimal Rx beam selection at the UE. Only a subset of gNB beams is measured by UE in L1 and based on these measurements (or a function of these measurements), the ML model predicts the top K beam indices explicitly or implicitly from these subsets of measurements leading to latency reduction for optimal beam selection, especially for cases with large number of analog beams at gNB. 
b. DL Rx (UL Tx) Beam Prediction at the UE: For this sub use-case, consider a 2D planar array at UE with multiple analog Rx beams and fixed or optimal Tx beam at the gNB. The ML model is provided with L1 measurements (or functions thereof) for a subset of the UE-side beams and the top K beam indices can be predicted explicitly or implicitly from a subset of measurements thereby reducing the latency of beam acquisition or tracking at the UE.
c. Joint DL Tx (UL Rx) and UL Rx (DL Rx) beam pair prediction: For this sub-use-case, measurements are taken for pairs of gNB and UE analog beams and the ML model uses these L1 measurements (or a function thereof), to predict the top-K beam pairs similar to joint P2/P3 process thereby providing major latency gains in 2-sided beam selection.

2. Temporal Domain Beam Management (BM-Case2): This use case predicts the best beam at gNB or UE for future time instants (prediction window) given L1 measurement observations of beams from a window of preceding time instants (observation window). Time series data can be collected from UEs moving across an environment and LSTM based models can be used to predict the best beam. 
Discussion on Beam Management Procedures for AI/ML-aided Beam Prediction
AI/ML model implementation in most cases may be dependent on implementation and specific models will be difficult to specify. However, from a standards perspective, the functionalities required to enable AI/ML models, irrespective of implementation details to be integrated into 5G-NR networks should be studied. Current networks offer a myriad of beam measurement and reporting functionalities which may be further augmented to enable AI/ML use cases. Some examples for AI/ML model integration into 5G and the related specification impact are provided below. 
NOTE: We adopt the terminology used in [2], where the set of all DL Tx beams in the system from which the AI/ML model is expected to predict the best beam is known as set A, the input to the AI/ML model is known as a set B which has a cardinality typically much lesser than set A and may or may not be a subset of set A.
BM-Case 1: Spatial Domain Beam Prediction
Based on the discussion in Rel-18 SI, for spatial domain beam prediction (BM-Case-1), only the case of DL Tx beam prediction was prioritized for Rel-19. The UE-side beam prediction problem was assumed to be UE implementation specific, and it was discussed that such models and their functioning can be relatively specification transparent. Additionally, gNB-UE beam pair prediction, while having to the potential to provide major latency improvements, was also deprioritized due to expressed concerns on potential sharing of confidential beamforming related information between the network and UE. Therefore, in the following sections, we mainly discuss the DL Tx beam prediction problem from a functionality and procedure perspective. 
Spatial domain DL Tx beam prediction can be applied towards initial beam acquisition using SSB beams or beam tracking using narrower CSI-RS beams in conjunction with current beam reporting framework for faster and more accurate beam selection. The AI/ML model may reside either at UE or gNB and the major specification impact will be based on L1 beam measurement/reporting and reference signal transmissions. 
[image: ]
Figure 2: ML Aided Beam Prediction at gNB with Model residing at the gNB
As an example of this use-case, the AI/ML model may reside at the network to enable UE and ML-aided gNB beam tracking using DL measurements. The process can function as follows: 
· gNB triggers CSI-RS for CSI based on periodic/aperiodic beam report from UE if Tx beam drops below threshold
· gNB transmits M CSI-RS based on a set B of beams where M << cardinality of set A of total number of CSI-RS beams
· UE measures L1-RSRP/SINR and reports to gNB
· gNB can use M measurement or a function of the measurements as input to the gNB-side AI/ML model to predict best or top-K Tx (Rx) beam
In this case, the UE does not need to know which CSI-RS beams are transmitted i.e., gNB can sample the spatial domain based on its own implementation. The scheme relies on the L1 beam report from the UE for best beam prediction at the gNB. Potential gain is from reduced CSI-RS transmissions for measurement. A similar procedure can also be used for a UE-side model where the UE simply uses the measurements from CSI-RS beams as input to its AI/ML model to predict the best or top-K DL Tx beams and reports this to the network. For the UE-side model, a potential additional gain may come from smaller beam reports depending on the value of K for top-K beams. The value of K is generally expected to be smaller than M which is the dimensionality of the AI/ML model input.  
The spatial domain DL Tx beam prediction problem can be further sub-divided into two sub-problems.
BM-Case 1a: Set B  Set A
In this case, the input to the AI/ML model i.e., Set B is formed of beams which are a part of set A. This is typically for the case when narrow analog beam measurements from CSI-RS transmissions are used to predict the best narrow beams as shown in Figure 3. The AI/ML model is trained to map a subset of measurements to all the measurements for beams in set A or to the index of the best beam in set A. In this case, CSI-RS is expected to be used for both measurement and data collection. 
[image: ]
[bookmark: _Ref159164164]Figure 3: Case 1a: Narrow Beam Prediction from Narrow Beam Measurements
For this use case, specification impact can be expected from CSI-RS transmissions for set B measurements and consequent overhead reduction from smaller number of required measurements. 
BM-Case 1a: Set B  Set A
In this case, the input to the AI/ML model i.e., set B is based on a different analog beamforming assumption than the set A of beams from which the AI/ML model is expected to predict the best beam. Typically, the measurement for set B is assumed to be on wide SSB beams and the AI/ML takes these as an input to predict the best narrow CSI-RS beam which can be used for data transmission. This method can potentially reduce latency of initial access procedures by enabling the UE to measure on fewer SSBs and directly providing the best CSI-RS beam for further communication. An example is shown in Figure 4. 
[image: ]
[bookmark: _Ref159164513]Figure 4: Case 1b: Narrow Beam Prediction from Wide Beam Measurements
For this case, specification impact can be expected from SSB transmissions related to set B e.g. configuration of set B and simplification of the initial access procedure and consequent latency reduction due to smaller number of overall measurements needed to predict the best narrow CSI-RS beam. 

BM-Case 2: Temporal Domain Beam Prediction
A temporal domain beam prediction method is used to predict the base station (BS) and/or user equipment (UE) beams used for future transmission and reception. In general, the beam prediction process includes two phases, the observation phase and the prediction phase, as shown in Figure 6. The beam prediction can be implemented at the BS side, or the UE-side, or both sides. In observation phase, measurements are made, e.g., L1-RSRP is collected. In prediction phase, the measurements are fed into the beam prediction model that generates the predicted beams, and the BS and/or UE uses the predicted beams to transmit and receive data in the prediction phase. 
[image: A diagram of a process
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[bookmark: _Ref127390062]Figure 5. Temporal Domain Beam Prediction with L1-RSRP
An AI/ML based implementation of the temporal domain beam prediction function would allow for measurements over the observation window to be fed into a model which will then predict the measurements for the prediction window and these predictions can be used to infer the best beam or set of beams to be used as shown in the figure below.
[image: A diagram of a model
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[bookmark: _Ref127391568]Figure 6. AIML-based Temporal Domain Beam Prediction 
For the temporal domain beam prediction problem, in addition to the L1 measurement and reporting updates discussed in the previous section, it would be necessary to enable configuration of the observation and prediction windows. Depending on where the model resides, one or both may need to be configured to the UE. Furthermore, depending on model implementation and if the model is transferred from one node to another, it may also be required to configure model selection at the inference node based on different prediction and/or observation window lengths. Finally, if the model resides at the UE-side, in order to perform measurements during the observation phase, the UE may need to trigger aperiodic reference signal transmissions from the gNB.  
Support of Beam Management Use-cases
The two BM use cases were discussed at length during the Rel-18 SI and the following was a summary of the possible use-case related specification impact areas that was captured in [2] for BM-Case1.
	· BM Case 1 (DL beam prediction) for Set A of beams based on measurements of Set B of beams
· Model training and inference at both NW and UE-side
· Set B Set A, Set B  Set A
· Model Input – one shot measurement 
· L1-RSRP based on Set B
· L1-RSRP based on Set B + assistance information
· L1-RSRP based on Set B + DL Tx/Rx beam ID
· CIR based on Set B 
· Model output
· Top K beams where K. Predicted beams can be beam IDs
· L1-RSRP of Set A from which Top K beams can be identified


Most of the points above are equally applicable for BM-Case 1 and 2, however, the following was also additionally captured in [2] for BM-Case 2. 
	· BM Case 2 (DL beam prediction) for Set A of beams based on historic measurements of Set B of beams
· Model training and inference at both NW and UE-side
· Set B Set A, Set B  Set A, Set B = Set A
· Model Input – measurement of K (1) latest measurement instances
· L1-RSRP based on Set B
· L1-RSRP based on Set B + assistance information
· L1-RSRP based on Set B + DL Tx/Rx beam ID
· CIR based on Set B 
· Model output
· Best (K, where K) beam predictions for F future time instances where at least F=1


For BM-Case 1/2, an important point of discussion and potential specification impact relates to the configuration of sets A/B. While the configuration of sets A/B may be seen as an essential feature for AI/ML based beam management protocols, the need for such configuration may also depend on where the model is located. 
Network-side AI/ML Model:
For a network-side AI/ML model, the UE may not need to be explicitly configured with set A or set B since the network is responsible for the AI/ML model inferencing. It may only configure and trigger periodic or aperiodic L1 resources for the UE to measure on and provide L1 reports corresponding to the measurements. The gNB may configure the report size i.e., number of beams reported in each L1 reporting instance based on UE capability similar to current specifications but may not need to necessarily configure sets A/B. Alternatively, the gNB may configure set B only which may additionally be associated with measurement resources and L1 reporting. Therefore, for network-side models, RAN1 should first discuss the need for explicit configuration of sets A/B from the network to the UE. 
Proposal 1: For a network-side AI/ML model, for BM-Case 1/2, RAN1 should consider both explicit and implicit configuration of set B for AI/ML model input. The need for configuration of set A should also be further discussed.
Proposal 2: For a network-side AI/ML model, for BM-Case 1/2, the network may configure the size of the L1 report based on the measurements from set B. Discuss further if configuration is expected to be explicit or is related to size of set B when or if set B is explicitly configured to the UE. 
For BM-Case-2, the UE may also need to report time-stamp information for measurements on set B. The network may configure the UE with an observation window, covering potentially multiple instances of reference signal transmissions associated with set B. The UE may not be explicitly configured with set B but it may need information on the observation window and the number of measurements within the window that it needs to perform. The network would then need to identify the measurements with their related timestamps of measurement within the observation window. 
Proposal 3: For a network-side AI/ML model, for BM-Case 2, the network may configure the UE with an observation window and the number of measurements on reference resources related to set B to be reported. The UE should provide L1 reports with measurements associated with related timestamps of measurements. 
For the network-side model, the UE may not need to be configured with the details of the prediction window that the network-side model uses. 
Proposal 4: For a network-side AI/ML model, for BM-Case 2, the UE may not need to be configured with a prediction window. 
UE-side AI/ML Model:
For a UE-side model, especially if the model is trained at the network or the network has the capability of activation and switching of AI/ML models, the configuration of set A and B needs to be explicit. The UE may be configured by the network with a single set A/B pair per model or multiple set B for a given set A. The configurations may also depend on UE capability regarding the model and input types that the UE can support. RAN1 should also discuss if, for a UE-side model, the UE needs to inform the gNB about the type of model input/output that is supported. In general, this may not be necessary as long as the UE can provide the model inputs based on existing L1 quantities, however, for purposes of LCM, as discussed later, the gNB may want to be aware of model input/output types. 
Proposal 5: For a UE-side AI/ML model, for BM-Case 1/2, explicit configuration of set A and set B should be considered and the configuration may be based on UE capability related to supported model and input/output types.
Proposal 6: For a UE-side AI/ML model, for BM-Case 1/2, discuss further if model input/output types should be informed by the UE to the gNB for activated or all supported AI/ML models at the UE-side.
For a UE-side model, the network may also configure the number of best beams the UE needs to identify and the type of reporting the UE needs to perform to inform the gNB of the inference decision from the UE-side model. It may be possible that higher layer configuration of the value of K for top-K beam prediction for BM-Case-1/2 is provided to the UE and the UE L1 report after inferencing is based on the configured value of K.
Proposal 7: For a UE-side AI/ML model, for BM-Case 1/2, the number of best predicted beams may be configured to the UE by the network based on UE capability and the L1 report from UE to gNB after inference may be defined based on the configured value.
For BM-Case 2 with a UE-side model, the UE may measure on set B for a configured observation window. The UE will also need to inform the gNB of the supported prediction window length. An option is for the gNB to configure the prediction window, but this may also depend on the capabilities and performance limitations of the UE-side model that is used. Therefore, the UE may need to inform some UE capabilities related to supported prediction window length. 
Proposal 8: For a UE-side AI/ML model, for BM-Case 2, UE may be configured with an observation window by the network. The prediction window configuration may be based on UE capability on the length of the window that the UE-side model can support. 
For inference and reporting the best beam to the network, the UE should report one or multiple beams for each time instance in the configured and supported prediction window. The number of predicted beams to report can also be configured to the UE. 
Proposal 9: For a UE-side AI/ML model, for BM-Case 2, the UE should report one or multiple predicted beams per time instance for the configured prediction window.

L1-Measurement Averaging:
For both UE and network-side AI/ML models, one common issue that RAN1 should further discuss is the number of measurements that are needed for each beam in set B. An option is to consider one-shot measurements on the beams in set B and sending the corresponding L1 report. However, some averaging, as in the case of measurements for L3 mobility may also be useful for stable AI/ML model operation over time. Therefore, the need for L1 measurement averaging should be further discussed. 
Proposal 10: RAN1 should further discuss if one-shot L1 measurements are used for set B beams or if averaging of L1 measurements over time is needed. 
Support of LCM Related Aspects for Beam Management Use-cases
In this section, we provide initial inputs on model life cycle management (LCM) related aspects. Based on the definition of LCM in [2], the aspects considered under LCM include data collection, model inference, model monitoring, model selection/activation and additional conditions for ensuring alignment of training and inference. 
Data Collection
Data collection when performed over the air on a 5G network i.e., under the purview of 3GPP and not offline, for model training, monitoring or inferencing purposes, there can be significant impact to specifications. The following issues were discussed, and a summary of the findings reflected in [2] is provided below. 
	· Data Collection
· At UE-side for UE-side model
· UE reporting to NW supported DL RS transmission configurations
· Trigger for initiating data collection – based on configuration by network or request from UE
· Signaling configuration for data collection including assistance information, RS, Set A/B configuration
· Assistance from NW to UE for categorizing data based on different characteristics
· NW-side model
· L1-RSRP either from pre-configured set of beams or with indication of beam indexes
· Beam indices only
· L1 signaling to report collected data
· How to maintain consistency of data across training and inference (e.g. w.r.t Rx beam)
· Overhead reduction
· Compression or omission/deletion of data
· Reporting Options 
· L1-signalling
· Higher layer signaling



Data Collection for NW-side AI/ML model:
For a network-side model, for data collection, the gNB may benefit from the UE reporting some Rx beam assumptions for the L1 measurements related to set A. The UE can report useful information e.g., that the same Rx beam or optimal Rx beam is used for measurements for data collection purposes. Note that for a network-side model, UE may not need to be explicitly configured with set A as discussed in Section 3. Whether or how the Rx beam assumption for data collection is also used for the inference phase for measurement of set B of beams should also be further discussed. 
Proposal 11: For data collection for a network-side model, further discuss the benefits of the UE reporting Rx beam assumption related information for L1 measurement reporting corresponding to beams in set A. 
Proposal 12: RAN1 should further discuss if and how the same UE Rx beam assumption can be maintained for measurement of set A for data collection for model training and for measurement of set B for model input of the corresponding model.

Data Collection for UE-side AI/ML model:
For a UE-side model, the data collection may be triggered by the UE to the network. This is necessary for UE-side models which are trained at the UE. The procedure would involve possible configuration of a set A from the network and the UE triggering transmission of reference signals with same TCI as the beams in the configured set A. Signalling details related to UE triggering of data collection on a configured set A would need to be defined. This would also need finalizing how set A is configured to the UE. 
Proposal 13: For data collection for a UE-side AI/ML model, consider UE triggering for data collection from the network based on a configured set A of beams.
 
Model Inference
Model inference related details that were discussed in Rel-18 and provided in [2] are summarized as follows.
	· L1 signaling enhancements
· UE-side AI/ML model
· Beams based on output of model inference 
· For BM case 2, beams for future time instances with timestamp information
· Predicted L1-RSRP for DL Tx beams and how to differentiate between measured and predicted RSRP
· Actual L1-RSRP for beams from model output
· NW-side AI/ML model
· UE to report more than 4 beam measurements in a reporting instance
· Beam Indication related aspects
· Legacy beam indication may be re-used
· Set A indication from NW to UE
· How to indicate beams from Set A which are not in Set B (i.e., not measured by UE)
· If all Set A beams need to be “ready” for TCI state activation? (RAN4 has measurement requirements for a TCI state to be activated and associated latencies)



For a UE-side AI/ML model, one issue that should be addressed is how the UE differentiates between measured and non-measured beams which are predicted by the AI/ML model. Assuming UE only measures the beams in set B, if the AI/ML model predicts a beam which is in set A but not in set B, the UL beam report from the UE should contain information on whether the predicted beam is actually measured by the UE. This is especially true if the L1 measurement of the predicted beams is also obtained as an output from the UE-side AI/ML model.
Proposal 14: For model inference of UE-side AI/ML model, consider including information in UL beam report on whether the beam is measured by the UE or the L1 measurement is predicted by the AI/ML model. 

Another option could be for the UE to request the gNB to transmit aperiodic reference signals on the predicted beams which are not in set B but included in set A such that the UE can perform L1 measurements on those beams and then send a report of measured beams to the gNB. 

Model Monitoring
The topic of model monitoring is very important since the design of this feature can truly differentiate AI/ML based beam management from traditional non-AI/ML methods. The summary of Rel-18 discussions from [2] is provided in the following.
	· Model Performance Monitoring KPIs
· Prediction accuracy
· L1-RSRP, L1-SINR
· L1-RSRP difference
· System Throughput
· Performance monitoring may involve performance comparison based on
· Measurement on predicted beams and comparing with actual L1-RSRP
· Best beams by measuring a set of beams indicated by gNB
· L1-signaling aspects for model monitoring including assistance information, reference signal configuration 
· Performance Monitoring for BM cases with UE-side model
· Type 1 performance monitoring
· Configuration/signaling from NW to UE for measurement/reporting
· Option1: UE sends report to NW and NW calculates performance metrics
· Option2: UE calculates performance metrics and sends report to network or reports an event to network based on metrics
· Type 2 performance monitoring
· UE-side performance monitoring
· Indication/request from UE to NW for performance monitoring
· UE reporting of beam measurements based on a set of beams indicated by NW
· For UE-side model, UE makes decision on model selection/activation/switching 
· Performance Monitoring for BM cases with NW-side model
· Beam measurement and report for model monitoring 
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signalling, e.g., RRC-based, L1-based.
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



Network-side AI/ML model:
For a network-side AI/ML model, the UE can be configured to report either L1 measurements or report a KPI calculated based on the L1 measurements. In order to further streamline the process and to reduce the overhead due to periodic reporting, the UE can be configured with a threshold value in addition to the KPI being monitored. Based on the threshold configured, the UE may report a KPI to the network only if the KPI has degraded beyond the threshold. In addition, a threshold can also be used to trigger a UE event-based model monitoring approach which can lead latency and overhead improvements. UE event triggered monitoring would ideally rely on aperiodic UL reporting as opposed to periodic UL reporting and if needed aperiodic reference signal transmissions for L1 measurements. 


[bookmark: _Ref159182351]Figure 7: UE event-triggered model monitoring for network-side AI/ML model
An example of UE event triggered model monitoring approach is shown in Figure 7. The UE monitors the network configured KPI on a predicted DL Tx beam and reports an event trigger when the network beam degrades. The UE can then be granted UL resources to send set B measurements (which may be periodic or aperiodic on-demand) and the gNB can use the report to run a new model inference to predict and activate a new beam. This procedure is somewhat similar to how a non-AI/ML UE event triggered beam management procedure may operate in current NR systems.
Proposal 15: For network-side AI/ML models, consider UE event triggered model monitoring with periodic or aperiodic measurement on set B of beams. 
The model monitoring approach can also work if UE is not configured to report KPI but only the L1 measurements on current beam. UE can still determine a threshold for degradation in quality of the current beam which triggers the UE event. 
UE-side AI/ML model:
For a UE-side model, UE event triggered monitoring can also yield latency and overhead savings from on-demand reference signal transmissions. If the UE determines based on UE-side model output or L1 measurements on current beam that the current beam quality has degraded, it may request the gNB to transmit reference signals using TCI states included in the set B of beams and use these measurements to perform further inferencing. Since the monitoring reference signal transmission can be aperiodic, this would lead to overhead reduction. 
Proposal 16: For UE-side AI/ML models, consider UE-event-triggered model monitoring. 

For BM-Case-2, the time window for model monitoring may differ from that of the observation and prediction windows of the model. RAN1 should further discuss if the model monitoring functionality for BM-Case-2 should be performed on a different monitoring time window configuration than observation window for model inference. 
Proposal 17: For model monitoring for BM-Case-2, further consider if the time window for model monitoring should be identical to observation window for model inferencing. 



Model Selection/Switching/Activation
The aspects related to model switching/selection/activation as highlighted in [2] for Rel-18 NR, are provided in the following.
	For UE-side models:
· Decision is taken by network
· NW autonomous based on monitoring
· NW indicated based on UE reporting – UE event driven is also possible
· Decision is taken by UE
· Event-triggered configured by network
· UE autonomous – with or without indication to network



For model selection/switching/activation, especially for UE-side models, if the UE supports multiple models which are identified to the network, the network may configure the UE to monitor the performance of multiple models and compare periodically such that the decision to switch or activate an alternate model may be taken by the network. The configuration may of course be dependent on UE capability for being able to monitor multiple models simultaneously.
Proposal 18: For UE-side AI/ML model selection/switching, consider network configuration, subject to UE capability, of periodic performance monitoring of non-active models and comparison to the KPI of current models such that an alternate model with potentially better performance can be selected or switched.

Additional Conditions
	For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG
· For UE-side AI/ML model the following BM specific functionalities/additional conditions are considered
· Information regarding model inference
· Set A/B configuration
· Performance monitoring
· Data collection
· Assistance information


For a network-side model, UE Rx beam assumption for training dataset as discussed in Section 4.1 can be assumed to be a part of additional information for BM-Case 1 and 2. Additionally, if UE supports multiple set B configurations for any given set A, network-side additional conditions may include identifying set B configurations which were used for model training. 
Proposal 19: For network-side AI/ML model, UE Rx beam assumptions for measuring sets A/B during training data generation may be considered part of additional conditions. 

Conclusion
In this paper, beam management use cases and related specification impact has been discussed. The main proposals from this paper are outlined here:
Proposal 1: For a network-side AI/ML model, for BM-Case 1/2, RAN1 should consider both explicit and implicit configuration of set B for AI/ML model input. The need for configuration of set A should also be further discussed.
Proposal 2: For a network-side AI/ML model, for BM-Case 1/2, the network may configure the size of the L1 report based on the measurements from set B. Discuss further if configuration is expected to be explicit or is related to size of set B when or if set B is explicitly configured to the UE. 
Proposal 3: For a network-side AI/ML model, for BM-Case 2, the network may configure the UE with an observation window and the number of measurements on reference resources related to set B to be reported. The UE should provide L1 reports with measurements associated with related timestamps of measurements.
Proposal 4: For a network-side AI/ML model, for BM-Case 2, the UE may not need to be configured with a prediction window. 
Proposal 5: For a UE-side AI/ML model, for BM-Case 1/2, explicit configuration of set A and set B should be considered and the configuration may be based on UE capability related to supported model and input/output types.
Proposal 6: For a UE-side AI/ML model, for BM-Case 1/2, discuss further if model input/output types should be informed by the UE to the gNB for activated or all supported AI/ML models at the UE-side.
Proposal 7: For a UE-side AI/ML model, for BM-Case 1/2, the number of best predicted beams may be configured to the UE by the network based on UE capability and the L1 report from UE to gNB after inference may be defined based on the configured value.
Proposal 8: For a UE-side AI/ML model, for BM-Case 2, UE may be configured with an observation window by the network. The prediction window configuration may be based on UE capability on the length of the window that the UE-side model can support.
Proposal 9: For a UE-side AI/ML model, for BM-Case 2, the UE should report one or multiple predicted beams per time instance for the configured prediction window.

Proposal 10: RAN1 should further discuss if one-shot L1 measurements are used for set B beams or if averaging of L1 measurements over time is needed.
 
Proposal 11: For data collection for a network-side model, further discuss the benefits of the UE reporting Rx beam assumption related information for L1 measurement reporting corresponding to beams in set A. 
Proposal 12: RAN1 should further discuss if and how the same UE Rx beam assumption can be maintained for measurement of set A for data collection for model training and for measurement of set B for model input of the corresponding model.
Proposal 13: For data collection for a UE-side AI/ML model, consider UE triggering for data collection from the network based on a configured set A of beams.
Proposal 14: For model inference of UE-side AI/ML model, consider including information in UL beam report on whether the beam is measured by the UE or the L1 measurement is predicted by the AI/ML model. 

Proposal 15: For network-side AI/ML models, consider UE event triggered model monitoring with periodic or aperiodic measurement on set B of beams. 
Proposal 16: For UE-side AI/ML models, consider UE-event-triggered model monitoring.
Proposal 17: For model monitoring for BM-Case-2, further consider if the time window for model monitoring should be identical to observation window for model inferencing. 
Proposal 18: For UE-side AI/ML model selection/switching, consider network configuration, subject to UE capability, of periodic performance monitoring of non-active models and comparison to the KPI of current models such that an alternate model with potentially better performance can be selected or switched.
Proposal 19: For network-side AI/ML model, UE Rx beam assumptions for measuring sets A/B during training data generation may be considered part of additional conditions.

References
[1] RP-234039, New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm (Moderator), 3GPP TSG RAN Meeting#102, Edinburgh, Scotland, December 2023.
[2] [bookmark: _Ref159162118]3GPP TR 38.843, Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, v2.0.1 (2023-12).
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