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[bookmark: _GoBack][bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In RAN#102 meeting, WID [1] for NR AI/ML air interface was approved which includes enhancement on beam management, which is copied below for reference.
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


From the scope in the [1], 5 aspects for specification support on beam management are provided below:
· Common issues for NR AI/ML air interface on beam management
· Specification support on data collection for model training
· Specification support for Model inference 
· Specification support for Model monitoring
· Specification support for other aspects 
2 Common issues for NR AI/ML air interface on beam management
1. 
Set B consistency across training/inference/monitoring
In TR 38.843[2], following options are studied on the selection of Set B of beams (pairs): 
-	Option 1: Set B is fixed across training and inference
-	Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference) 
-	Opt 2A: Set B is changed following a set of pre-configured patterns 
-	Opt 2B: Set B is randomly changed among pre-configured patterns 
-	Opt 2C: Set B is randomly changed among Set A beams (pairs) 
-	Opt 2D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
-	The number of beams(pairs) in Set B can be fixed or variable
-	Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)
-	Note: BM-Case1 and BM-Case2 may be considered for different option. 
-	Note: This does not preclude the alternative that Set B is different from Set A.


[bookmark: OLE_LINK16][bookmark: OLE_LINK19]It has been proved that while a single pre-defined beam subset with a fixed pattern in Set B may theoretically exhibit good performance, it lacks the necessary flexibility for practical implementation. In real-world scenarios, unexpected channel variations such as blockages can cause a particular beam or beam pair to experience performance loss or significant interference. Evaluation results from various companies in TR 38.843 [2] have highlighted the significant performance degradation that can occur when using mismatched fixed patterns in Set B during model training and inference. Therefore, it is crucial to consider the impact of channel variations and to incorporate flexibility into Set B design to ensure optimal performance in practical implementations.

Figure 2-1: Top-1 performance degradation for mismatched fixed pattern for DL Tx beam prediction

Figure 2-2: Top-2/1 performance degradation for mismatched fixed pattern for DL Tx beam prediction

Figure 2-3: Top-4/1 performance degradation for mismatched fixed pattern for DL Tx beam prediction
The simulation results presented in the three figures above were obtained from 7 companies that submitted their results in TR 38.843[2], which demonstrates beam accuracy degradation of DL Tx beam prediction performance on mis-matched fixed patterns in Set B between model training and model inference. Further, the beam accuracy degradation shown in the figures represents the difference between the beam accuracy with mis-matched fixed patterns in Set B and the beam accuracy with matched fixed patterns in Set B.
Based on these simulation results, it is observed that there is more than a 65% performance degradation among different companies in the KPI of Top-1 beam prediction accuracy for DL Tx beam prediction with mis-matched fixed patterns in Set B. Similarly, a performance degradation of about 55-60% is observed in the KPI of Top-2/1 and Top4/1 beam prediction accuracy. These results highlight the importance of considering the impact of mis-matched fixed patterns in Set B and the need for flexible Set B design to ensure performance.
1. [bookmark: OLE_LINK9][bookmark: OLE_LINK10]The simulation results from TR 38.843 show that using a wrong fixed pattern causes at least 65/60/55 performance degradation for the KPI of Top1, Top2/1 and Top 4/1 beam prediction accuracy, respectively.
The simulation results submitted by 10 companies in TR 38.843[2] provide a comparison between fixed patterns and pre-configured patterns in Set B. Based on these results, it is observed that there is a slightly performance degradation when using pre-configured patterns compared to fixed pattern in Set B. 

Figure 2-4: Top-1 performance degradation for pre-configured patterns compared to fixed pattern

Figure 2-5: Top-2/1 performance degradation for pre-configured patterns compared to fixed pattern
Based on the simulation results presented in the figures above, it can be observed that there is an average performance decrease of less than 3% among 10 companies for the KPI of Top-1 and Top-2/1 beam prediction accuracy when using pre-configured patterns with Tx beam ID information as input, compared to fixed patterns in Set B. Further, it is important to note that approximately less than 2% performance degradation of Top-1 beam prediction accuracy and almost same Top-2/1 beam prediction accuracy of pre-configured pattern in Set B can be achieved for the majority of companies in comparison with fixed pattern in Set B. Thus, we have below observations,
1. Less than 3% average performance decrease among 10 companies submitted in TR 38.843 [2] for the KPI of Top1 and Top2/1 beam prediction accuracy of pre-configured patterns with Tx beam ID information compared to fixed pattern in Set B.
1. It can be observed from majority companies in TR38.843 [2] that only 2% performance degradation of Top-1 beam prediction accuracy and almost same performance of Top-2/1 beam prediction accuracy achieved for pre-configured patterns in Set B with Tx beam ID information as input compared to fixed pattern in Set B.
We, thus, propose,
[bookmark: OLE_LINK1]Due to significant performance degradation for mismatch pattern, support pre-configured patterns in Set B with corresponding information provided for inference for both UE sided and NW sided model. 
With multiple pre-configured Set B patterns, set B consistency should be guaranteed for both UE side model and NW side model. For UE side model, it can be viewed as consistency between training and inference that needs to be ensured, which would be discussed in section 2.2.
For NW-side model trained with multiple pre-configured Set B patterns, a unique set of beam measurement resources along with supported multiple configured Set B patterns can be configured to accessed UEs for model inference procedure in order to ensure consistency of Set B across training and inference. Further, measurement results of single Set B pattern selected from all measured Set B patterns shall be reported for an accessed UE report procedure with Set B pattern indicator for report overhead reduction purpose. Thus, we propose,
Support Set B pattern indication between gNB and UE to ensure consistency of Set B across training, inference and monitoring for NW-side model.
Consistency across training and inference for UE-side model
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Figure 2-6: Top-1 performance comparison for mis-matched beam width/beam pointing angle of Set A and Set B across training and inference
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Figure 2-7: Top-2/1 performance comparison for mis-matched beam width/beam pointing angle of Set A and Set B across training and inference
[bookmark: _Hlk159229913]The comparisons presented in Figures 2-6 and 2-7 were chosen from a total of 13 or 11 results obtained from 6 different companies submitted in TR 38.843[2]. These results show that the DL Tx beam prediction performance with mis-matched codebook consistency of Set A and Set B, as well as the performance when Set A and Set B codebook is consistent, across both training and model inference. This includes codebooks where there are mis-matched beam pointing angles and mismatched beam widths across training and model inference. The results clearly demonstrate that significant performance improvements can be achieved with ensured consistency of Set A and Set B codebook on beam width/beam pointing angle across training and inference.
1. Huge performance improvement can be observed with ensured consistency of Set A and Set B on beam width/beam pointing angle across training and inference.
Further, additional conditions are subject to frequent changes in a dynamic environment or require excessive signaling payload, making UE capability unsuitable for carrying such information. As we specified in section 2.1, due to mismatched Set B pattern which may lead to significant performance degradation for DL Tx beam prediction, multiple beam patterns are applied to alleviate performance decrease issue. For example, an AI model can be trained with multiple beam patterns for UE-side model. Then, UE may report Set B patterns preference to gNB. Therefore, network-side additional conditions at least include Set B pattern, Tx beam boresight direction (azimuth and elevation), 3dB beam-width for DL Tx beam prediction.
Network-side additional conditions at least include Set B pattern, Tx beam boresight direction (azimuth and elevation), 3dB beam-width for DL Tx beam prediction.
Although NW-side additional conditions (assistance information) are widely used for AI input in performance evaluation across companies, and beam prediction performance decreases significantly if using local beam ID as model input, there are companies negative to disclose any proprietary/privacy information, e.g. beam angles as assistance information, which may disclose implementation details from vendors. Hence, we think NW-side additional conditions (assistance information) needs to be defined carefully to balance proprietary information protection and AI/ML performance. Take beam angle as an example. We think the input beam angle doesn’t need to be the exact beam angle used in gNB’s or UE’s beamforming implementation. Instead, it can be a mapped beam angle information where the mapping between the real angle and input information can be known only by the gNB or UE to perform beamforming.
[image: ]
Figure 2-8: proprietary processing for model training and model inference at UE-side
In above figure, a proprietary processing module belongs to NW can be applied to map the real beam angles to proprietary processed beam angles (e.g., a certain type of beam ID) or dataset ID. Take UE side model as an example. Beam resources with proprietary processed Tx beam angle information are transmitted to the UE, and then measurement RSRPs + corresponding proprietary processed Tx beam angles can be used as AI input for a UE-side AI/ML model.
Therefore, the delivered information from NW can be a virtual Tx beam information or dataset ID mapped from the real Tx beam information, where the mapping between the real Tx beam information and dataset ID or the virtual Tx beam information can be known only by NW. Then NW does not need to disclose any privacy information if it does not want to. Such mapped information can still be useful for generalization performance at UE side. We, thus, propose,
For UE-side model, support that dataset ID or virtual beam information representing NW-side additional conditions is provided to UE to ensure consistency between training and inference for model inference, as well as to address NW-side proprietary/privacy information disclosing issue.
Quasi-best Rx beam acquisition 
In TR 38.843[2], following observation was approved for the performance study on Quasi-Rx beam in DL Tx beam prediction,
Performance with different Rx beam assumption for DL Tx beam prediction
At least for BM-Case1 when Set B is a subset of Set A, and for DL Tx beam prediction, with the measurements of the "best" Rx beam with exhaustive beam sweeping for each model input sample, AI/ML provides the better performance than with measurements of random Rx beam(s). 
-	Evaluation results from 12 sources show 20%~50% degradation with random Rx beam(s) comparing with the "best" Rx beam in terms of Top-1 prediction accuracy. 
-	Evaluation results from 1 source shows 12% degradation with measurement of random Rx compared with measurement of best Rx in term of Top-1 beam prediction accuracy. 


It demonstrates quasi-best Rx beam has considerable performance improvement for DL Tx beam prediction in comparison with random Rx beam. Although current specification provides implementation method to obtain Quasi-best Rx beam, it depends heavily on gNB implementation and UE coordination. 
For example, a beam resource set with multiple beam resources is transmitted to UE for P3 procedure, and beam resources in a beam resource set for P2 procedure are QCLed to a beam resource specified in the P3 procedure. Thus, it can be assumed that UE receives P2 resource set by the best Rx beam searched by P3 resource set. In the current specification, a P3 procedure can only let UE acquire a best Rx beam corresponding to one Tx beam, while this best Rx beam may be different from the overall best Rx beam, which is the best Rx beam from all Tx beams. However, to acquire the best Rx beam corresponding to one Tx beam may not be sufficient for the quasi-best Rx beam acquisition for AI-based beam prediction, which is sensitive to Rx beam used in P2 resource set. 
Based on evaluation in the SI, such best Rx beam correspond to one Tx beam will lead to certain performance loss [2]. One the other hand, to search the best Rx beam for all Tx beams based on the current specification will lead to large RS overhead and large latency.  Due to time interval between P3 resource set and P2 resource set is also performed by gNB implementation, the quasi-best Rx beam obtained from P3 resource set may expire for the following P2 resource set receiving. Therefore, to trade off prediction performance, RS overhead and latency, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition. Typically, to have a limited number of Tx beams can increase the prediction performance a lot. Meanwhile, it is also desirable to maintain the principle that UE does not need to report anything for P3 procedure, and the detailed Rx beam is up to UE implementation.
Support to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition.
3 Specification support on data collection for model training 
3.1 NW-side data collection procedure
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Figure 3-1: NW-side data collection
For specification support on data collection procedure, where the AI model is deployed at NW side, the following steps are needed:
· [bookmark: OLE_LINK2][bookmark: OLE_LINK3]Step1: Plenty of beam resources should be signaled to UE 
· Although the best performance can be achieved by method 1 (as show in Figure 3-1) which gNB can configure all beam pair resources for obtaining full Set A and Set B for DL Tx beam data collection, it takes significant resource wastes for transmitting and reporting even through higher layer signaling. Further, quasi-best Rx beam is proven in [2] that can provide similar beam prediction performance in comparison with acquiring overall optimal Rx beam. Therefore, an P3 + P2 DL Tx resource configuration (as Method 2 shown in Figure 3-1) can be specified instead of all beam resources configuration for NW-side data collection.
· Step2: UE receives beam resources for L1-RSRP measurement
· Step3: UE reports measurement results of multiple occasions
· Due to mass data can be generated with time variation for data collection purpose, report overhead reduction should be considered with aspects on L1-RSRP quantization enhancement and useless beam omission.
Based on the above steps, the following specification impacts can be identified:
· Specification support on resource configuration for minimizing resource wasting 
· P3 + P2 resource configuration enhancement.
· To trade off training performance and RS overhead, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition.
· Specification support on beam report for useless beam omission
· Reduce unnecessary beam indices and/or corresponding L1-RSRPs in a report where the L1-RSRP of omitted beams may be smaller than an extra threshold
· Partial measured L1-RSRPs and beam indices with beam index type indicator can be reported to gNB,
· Partial measured L1-RSRPs and index of non-reported beams based on a beam set can be reported to gNB if majority of beams are selected to report, which beam indices in the report is used to indicate non-reported beams. For example, the so-called “non-reported” beams can be the beams lower than the RSRP threshold.
· Partial measured L1-RSRPs and index of reported beams based on a beam set can be reported to gNB if minority of beams are selected to report, which beam indices in the report is used to indicate reported beams. For example, the so-called “reported” beams can be the beams higher than the RSRP threshold.
· Specification support on beam report for quantization enhancement
· Enlarge quantization steps for differential beams as proved by evaluation results in [2].
· Multi-resolution L1-RSRP quantization for better performance-overhead trade-off, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
Thus, we have following proposals for NW-side data collection,
Regarding NW-side data collection to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition. 
Regarding NW-side data collection for useless beam omission, support below methods on beam report enhancement for overhead reduction:
· Support to reduce unnecessary beam indices and/or corresponding L1-RSRPs in a report where the omitted L1-RSRP of beams may be smaller than an extra threshold. 
· Support to report partial measured L1-RSRPs and beam indices with beam index type indicator.
Regarding NW-side data collection on quantization aspects for overhead reduction,
· Support to enlarge quantization steps for differential beams.
· Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
3.2 [bookmark: OLE_LINK17][bookmark: OLE_LINK18]UE-side data collection procedure
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Figure 3-2: UE-side data collection
For specification support on data collection procedure, where the AI model is deployed at UE side, the following steps are needed:
· Step1: UE may send a request for data collection purpose with P3+P2 resources requirement
· Similar with data collection purpose in section 3.1, UE can request all beam resources for obtaining full Set A and Set B for model training, but with significant resource wastes. Thus, an P3 + P2 DL Tx resource configuration can be specified instead of all beam resources configuration for UE-side data collection for minimizing resources wasting
· Step2: A P3+P2 resource configuration with Tx beam information, such as dataset ID or beam ID, should be signaled to UE
· Step3: UE measures P3 beam sweeping resources to obtain quasi-best Rx beam 
· Step4: UE measures P2 beam sweeping resources based on the quasi-best Rx beam searched from step3 within a time interval
Based on the above steps, the following specification impacts can be identified:
· Specification support on request signaling for data collection
· UE may request P3+P2 DL Tx beam resource configuration for data collection purpose
· UE may request the minimum number of beams in advance or with P2+P3 resource request
· UE may request NW-side additional conditions that should be signaled from gNB
· Specification support on assistance information to ensure consistency
· Dataset ID or virtual beam information for representing NW-side additional conditions, such as beam pointing angle, beam width, etc., to address NW-side proprietary/privacy information disclosing issue
· Specification support on resource configuration for minimizing resource wasting
· P3 + P2 resource configuration enhancement.
· To trade off training performance and RS overhead, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition. 
We, thus, propose,
Regarding UE-side data collection, support UE to report preferred configurations of DL RS transmission, e.g., 
· Minimum number of beam resource in Set B
· Minimum number of resource repetitions for quasi-Rx beam acquisition
Regarding UE-side data collection to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition. 
Regarding UE-side data collection, support to configure dataset ID or virtual beam information from NW to UE as NW-side assistance information to address NW-side proprietary/privacy information disclosing issue.
4 Specification support for model inference 
4.1 Time domain predicted resource compression for UE-side model
For a UE side model, UE needs to report multiple Top-N predicted beams in multiple future occasions to NW during model inference in BM-Case2. Due to beam correlation across multiple occasions, temporal domain compression of beam resource indication shall be considered to further reduce report overhead in a beam report with multiple time occasions for UE side model instead of CRI/SSBRI beam report scheme.
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Figure 4-1: direct predicted beam resource indication
For example, a beam report includes 4 occasions where each occasion feeds back Top-8 predicted beam resource indicators from 32 total beams. If the direct predicted beam resource indication method is used in Figure 4-1, total 32 of CRI or SSBRI including in 4 occasions need to be reported in one beam report, and the corresponding report costs of CRI or SSBRI is 160 bits.
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Figure 4-2: Time resource indication
Considering time correlation of beams across multiple occasions, the Top-N beams does not change too fast within a certain period. In other words, beam resource indicators may overlap between adjacent occasions. For example, unique beam resource indicators of 4 occasions in Figure 4-1 is far less than 32. Since the number of time-domain information is much less than the number of beam resources, the feedback cost of beam reports can be reduced by using TRI (time resource indicator). More specifically, first step is to determine unique predicted beam resources across multiple occasions, and then feedback corresponding time-domain indications for each unique predicted beam resource indicator. Thus, a TRI method can be considered to further reduce report overhead when multiple occasion results including in one beam report. 
In Figure 4-2, only 14 out of 32 predicted beam resources need to be indicated in one beam report including 4 occasions, which 14 unique predicted beam resources can be indicated by a fixed 32 bits bitmap. Since the beam report contains four occasions, each TRI requires 4 bits to achieve combination occasion report and a total of 56 bits are needed to indicate total TRI information. Considering both unique predicted beam resource indication and TRI information, a total of 88 bits are needed for reporting results of 4 occasions with time domain compression of beam resource indications, and it achieves significant report overhead reduction ratio, i.e. almost 50%, for beam resource indication in comparison with direct predicted beam resource indication scheme.
Support time domain compression of beam resource indication to further reduce report overhead with a report including results of multiple occasions. e.g. considering TRI (time resource indicator) to be reported for each reported beam.
4.2 NW-side model inference procedure
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Figure 4-3: NW-side model inference
For specification support on model inference, where the AI model is deployed at NW side, the following steps are needed:
· Step1: A P3 + P2 resource configuration should be signaled to UE for Set B acquisition
· As we noted in section 2.3, to trade off prediction performance, RS overhead and latency, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition
· For NW-side model trained with multiple pre-configured Set B patterns, a unique set of beam measurement resources along with multiple supported Set B patterns can be transmitted to UE. Supported Set B patterns should be signaled to UE to ensure consistency of Set B across training and inference
· Step2: UE measures P3 beam sweeping resources to obtain quasi-best Rx beam 
· Step3: UE measures P2 beam sweeping resources based on the quasi-best Rx beam searched from step2 within a time interval
· Step4: UE only reports P2 measured results of one-shot occasion or multiple occasions to gNB
· Due to the number of measurement results for Set B acquisition typically is larger than 4 which is supported in current beam management procedure, UE shall report more than 4 beams in one report instance. Thus, overhead reduction should be considered with large number of measurement results report with aspects on L1-RSRP quantization enhancement and useless beam omission.
· If a unique set of beam measurement resources along with multiple supported Set B patterns are transmitted to UE, only measurement results of single Set B pattern with Set B pattern indicator selected from all measured Set B patterns shall be reported from a UE to gNB for report overhead reduction purpose. 
· Step5: gNB sends TCI indication with one shot occasion for BM-Case1 and with multiple occasions for BM-Case2
Based on the above steps, the following specification impacts can be identified:
· [bookmark: _Hlk127454592]Specification support on resource configuration for minimizing resource wasting 
· P3 + P2 resource configuration enhancement.
· To trade off training performance and RS overhead, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition.
· Specification support on resource configuration to ensure Set B consistency across training and inference
· Set B pattern indicator should be signaled to UE 
· Specification support on beam report for useless beam omission
· Reduce unnecessary beam indices and/or corresponding measured L1-RSRPs in a report where the omitted L1-RSRP of beams may be smaller than an extra threshold
· Partial measured L1-RSRPs and beam indices with beam index type indicator can be reported to gNB,
· Partial measured L1-RSRPs and index of non-reported beams based on a beam set can be reported to gNB if majority of beams are selected to report, which beam indices in the report is used to indicate non-reported beams. For example, the so-called “non-reported” beams can be the beams lower than the RSRP threshold.
· Partial measured L1-RSRPs and index of reported beams based on a beam set can be reported to gNB if minority of beams are selected to report, which beam indices in the report is used to indicate reported beams. For example, the so-called “reported” beams can be the beams higher than the RSRP threshold.
· Specification support on Set B pattern-based report
· Measurement results of single Set B pattern with Set B pattern indicator selected from all measured Set B patterns should be reported to gNB if beam resources of multiple configured Set B patterns are configured
· Specification support on beam report for quantization enhancement
· Enlarge quantization steps for differential beams
· Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
Thus, we propose,
Regarding NW-side model inference to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition. 
Regarding NW-side model inference for improving prediction performance, support to configure multiple pre-configured patterns in Set B.
Regarding NW-side model inference for report overhead reduction, support to report Set B pattern indication if a unique set of beam measurement resources along with multiple supported Set B patterns are transmitted to UE.
Regarding NW-side model inference for useless beam omission, support below methods on beam report enhancement for overhead reduction:
· Support to reduce unnecessary beam indices and/or corresponding L1-RSRPs in a report where the omitted L1-RSRP of beams may be smaller than an extra threshold. 
· Support to report partial measured L1-RSRPs and beam indices with beam index type indicator.
Regarding NW-side model inference on quantization aspects for overhead reduction,
· Support to enlarge quantization steps for differential beams.
· Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
4.3 UE-side model inference procedure
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Figure 4-4: UE-side model inference
For specification support on model inference, where the AI model is deployed at UE side, the following steps are needed:
· Step1: Dataset ID or virtual Tx beam information is used for model identification to ensure consistency between model training and model inference.
· Step2: UE may send a request signaling for model inference purpose with P3+P2 resources requirement
· As we noted in section 2.3, to trade off prediction performance, RS overhead and latency, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition
· Step3: A P3 + P2 resource configuration should be signaled to UE for Set B acquisition
· Step4: UE measures P3 beam sweeping resources to obtain quasi-best Rx beam 
· Step5: UE measures P2 beam sweeping resources based on the quasi-best Rx beam searched from step4
· Step6: UE reports predicted L1-RSRP/beam ID of one-shot occasion or multiple occasions to gNB
· Step7: gNB sends TCI indication with one shot occasion for BM-Case1 and with multiple occasions for BM-Case2
Based on the above steps, the following specification impacts can be identified:
· Specification support on model identification,
· Dataset ID or virtual Tx beam information is used for model identification to ensure consistency between model training and model inference
· Specification support on request signaling,
· Preferred beam pattern suggestion from UE to NW
· Minimum resource number request from UE to NW
· Minimum number of requested beams
· Minimum number of requested repetitions 
· Specification support on resource configuration
· P3 + P2 resource configuration enhancement.
· To trade off training performance and RS overhead, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition.
· Resource configuration with multiple pre-configured patterns in Set B
· Resource configuration with different pre-configured patterns for different occasions for BM-Case2 
· Specification support on beam report for useless beam omission
· Reduce unnecessary predicted beam indices and/or corresponding predicted L1-RSRPs in a report where the omitted L1-RSRP of beams may be smaller than an extra threshold
· Specification support on beam report for quantization enhancement
· Enlarge quantization steps for differential beams.
· Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
· Specification support on beam report for time domain compression
· Report unique predicted beam indication and TRI information in a report including multiple time occasions for achieving time domain beam indication compression
Thus, we propose,
Regarding UE-side model inference, support to configure dataset ID or virtual Tx beam information to ensure consistency between model training and model inference.
Regarding UE-side model inference, support UE to report preferred configurations of DL RS transmission, e.g., 
· Preferred beam pattern suggestion from UE to NW
· Minimum number of beam resource in Set B
· Minimum number of resource repetitions for quasi-Rx beam acquisition
Regarding UE-side model inference to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition. 
Regarding UE-side model inference for improving prediction performance, support to configure different pre-configured patterns for different occasions for BM-Case2.
Regarding UE-side model inference on quantization aspects for overhead reduction,
· Support to enlarge quantization steps for differential beams.
· Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
5 Specification support for model monitoring
5.1 Performance metrics of BM-Case1 and BM-Case2
In TR 38.843[2], 4 options of performance metrics are captured,
For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
-	Benchmark/reference for the performance comparison, including: 
-	Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
-	Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
-	Signalling/configuration/measurement/report for model monitoring, e.g., signalling aspects related to assistance information (if supported), Reference signals


The definition of predicted L1-RSRP difference of Top-1 beam is the difference between the predicted L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of Top-1 predicted beam, which is identical to the definition of Alt 4 in performance metrices for model monitoring. From our perspective, there is no need to know whether Top1 beam is correctly predicted or not in Alt4.
Further, to ensure the effective monitoring of AI/ML models, we place a high emphasis on selecting performance metrics that accurately reflect the model's overall accuracy and reliability. As such, our preferred metrics include the beam prediction accuracy related KPIs and L1-RSRP difference, i.e. Alt.1 and Alt.4, which have been evaluated across companies and are directly aligned with the model's performance. Thus, we propose,
Support Alt. 1 and Alt.4, i.e. Beam prediction accuracy related KPIs and the L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP, in 4 options of performance metrics for performance monitoring of AI-based DL Tx beam prediction.
5.2 UE assisted performance monitoring for NW-side model
TR 38.843[2] outlines two options of Type 1 performance monitoring for UE-side models, namely NW-side performance monitoring and UE-assisted performance monitoring, where the UE sends reports to the NW for NW-side performance monitoring, or calculates performance metric(s) and reports them or an event to the NW for UE-assisted performance monitoring. The use of UE-assisted performance monitoring for the second operation can significantly reduce the report overhead for type 1 performance monitoring of UE-side model. On the other hand, performance monitoring for NW-side model can also benefit from such overhead reduction given by UE assisted performance monitoring.
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Figure 5-1: UE assisted model monitoring for NW-side model
Figure 5-1 illustrates the performance monitoring procedure for UE-assisted model monitoring of NW-side models, which uses BM case 2 as an example. The procedure involves the following steps:
Step 1: The UE reports measurement results of Set B to the NW with a NW-side model for temporal domain beam prediction at occasion T.
Step 2: Temporal domain predicted labels can be obtained from the prediction results of top-N beam ID and/or corresponding L1-RSRP of future 8 occasions from occasion T + 3 to occasion T + 10. The predicted labels at occasion T +3 to occasion T + 10 are then transmitted to the UE at occasion T + 1.
Per occasion report:
Step 3: The UE receives monitoring RS resources at occasion T + 3 to obtain real measurement labels as performance monitoring reference. At the same time, the UE calculates KPI of performance metrics based on measurement labels of occasion T + 3 and predicted labels of occasion T + 3 received at step 2.
Step 4: The UE reports performance metrics or events of occasion T +3 obtained from step 3. 
Step 5: The above two steps, i.e. step 3 and step 4, are cyclically executed from occasion T + 4 to occasion T + 10.
Multi-occasion results report:
Step 3: The UE receives monitoring RS resources from occasion T + 3 to occasion T + 10 to obtain real measurement labels of 8 occasions. Then, the UE calculates KPI of performance metrics based on 8 measurement labels and 8 predicted labels of occasion T + 3 ~ occasion T + 10.
Step 4: The UE reports performance metrics or events of occasion T +3 ~ occasion T + 10 obtained from step 3.
The above steps demonstrate the feasibility of UE-assisted model monitoring for NW-side models, and also can provide significant improvement on UCI overhead reduction. For example, assuming a NW-side model has 32 beams in Set A and predicts beams of 8 future occasions based on per occasion report, the following assumptions can be made to calculate UCI report overhead,
Assumption 1: Set A = 32 beams, predict 8 future occasions, report Top-4 beams information
Assumption 2: per beam ID report overhead = 5 bits per beam
Assumption 3: combination 4 beam ID report overhead = 16 bits
Assumption 4: KPI-1 = Top 4/1 beam accuracy, report overhead = 5 bits
Assumption 5: KPI-2 = Top-1 L1-RSRP difference, report overhead = 4 bits
Table 1: UCI overhead reduction of UE assisted performance monitoring for NW-side model
	
	UCI Report overhead per occasion 
	Total UCI report overhead
	Overhead reduction

	Method 1: beam ID report
	Per beam ID report = 5 * 4= 20 bits
Combination beam ID report = 16 bits
	16 * 8 ~ 20 * 8 =
128 bits ~ 160 bits
	68% ~ 75%

	Method 2: beam ID of UE assisted report
	Per Top-4/1 beam accuracy report = 5 bits
	5 * 8 = 
40 bits
	

	Method 3: beam ID + L1- RSRP report
	Per beam ID report = 5 * 4= 20 bits
Combination beam ID report = 16 bits
L1-RSRP report = 7 + 4 * 3 = 19 bits
	(128 bits ~ 160 bits)
+ (19 * 8) =
280 bits ~ 312 bits 
	74%~77%

	Method 4: beam ID + L1- RSRP of UE assisted report
	Per Top-4/1 beam accuracy report = 5 bits
Per Top-1 L1-RSRP accuracy report = 4 bits
	5 * 8 + 4 * 8 =
72 bits
	



Table 1 shows the UCI overhead reduction achieved by various reporting methods. Method 1 reports only the Top-4 beam ID of 8 occasions to the NW, while method 2 reports the performance metric of KPI-1. Method 3 reports the Top-4 beam ID and corresponding L1-RSRP, whereas method 4 reports both KPI-1 and KPI-2 to the NW. It can be observed that method 2 achieves a UCI overhead reduction of 68% to 75% compared to method 1 with per beam ID report or combination beam ID report. Similarly, method 4 achieves a UCI overhead reduction of approximately 74%~77% compared to method 3, which reports the Top-4 beam ID and corresponding L1-RSRP. Please note that along with the need of having 64 or 128 set A beams, more overhead can be reduced based on method 2 or 4.
1. Significant UCI overhead reduction can be achieved by UE-assisted model monitoring compared to direct measurement results report for NW-side AI/ML model.
Support UE-assisted model monitoring for NW-side AI/ML model to reduce UCI reporting overhead, i.e., UE reports monitoring KPIs for NW side model monitoring.
5.3 NW-side model monitoring procedure
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Figure 5-2: NW-side model monitoring
For specification support on model monitoring, where the AI model is deployed at NW side, the following steps are needed:
· Step1: Plenty of beam resources should be signaled to UE for obtaining full Set A and Set B 
· Similar with NW-side data collection procedure in section 3.1, to trade off training performance and RS overhead, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition
· Step2: UE measures P3 beam sweeping resources to obtain quasi-best Rx beam 
· Step3: UE measures P2 beam sweeping resources based on the quasi-best Rx beam searched from step2
· Step4: UE only report performance metrics to gNB
· It is notes in section 5.2 that significant UCI overhead reduction can be achieved by UE-assisted model monitoring compared to direct measurement results report for NW-side AI/ML model, we prefer performance metrics report for NW-side model monitoring 
· Step5: gNB can perform fallback procedure based on monitoring results
Based on the above steps, the following specification impacts can be identified:
· Specification support on resource configuration for minimizing resource wasting 
· P3 + P2 resource configuration enhancement.
· To trade off training performance and RS overhead, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition.
· Specification support on beam report if performance metrics are reported
· Performance metrics report
· Specification support on fallback procedure
· Define new default beam procedure for model switching/model deactivation/model activation
Thus, we have following proposals in NW-side model monitoring,
Regarding NW-side model monitoring to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition. 
Regarding NW-side model monitoring, support to report performance metrics instead of measured results report for further UCI overhead reduction.
Regarding NW-side model monitoring, support to define new default beam procedure for model switching/model deactivation/model activation
5.4 UE-side model monitoring procedure
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Figure 5-3: UE-side model monitoring
For specification support on model monitoring, where the AI model is operated at UE side, the following steps are needed:
· Step1: UE may send a request for model monitoring purpose with P3+P2 resources requirement including the number of requested labels, such request can also be triggered by certain events
· Step2: A P3+P2 resource configuration with Tx beam indication should be signaled to UE
· Step3: UE measures P3 beam sweeping resources to obtain quasi-best Rx beam 
· Step4: UE measures P2 beam sweeping resources based on the quasi-best Rx beam searched from step3
· Step5: UE reports P2 measured results and predicted results or only report performance metrics to gNB
· Due to large report overhead achieved for measured results and predicted results report, we prefer performance metrics report for UE-side model monitoring
· Step6: gNB can perform fallback procedure based on monitoring results
Based on the above steps, the following potential specification impacts can be identified:
· Specification support on monitoring request signaling
· Minimum number of requested beams
· Minimum number of requested repetitions
· Specification support on assistance information,
· Dataset ID or virtual Tx beam information can be used to address NW-side proprietary/privacy information disclosing issue
· Specification support on resource configuration for minimizing resource wasting 
· P3 + P2 resource configuration enhancement.
· To trade off training performance and RS overhead, it is desirable to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition.
· Specification support on beam report if performance metrics are reported
· Performance metrics report
· Specification support on fallback procedure
· Define new default beam procedure after model switching/model deactivation/model activation
Thus, we have following proposals,
Regarding UE-side model monitoring, support below enhancement on monitoring request signaling,
· Minimum number of requested beams
· Minimum number of requested repetitions
Regarding UE-side model monitoring, support to configure dataset ID or virtual Tx beam information to address NW-side proprietary/privacy information disclosing issue.
Regarding UE-side model monitoring to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition. 
Regarding UE-side model monitoring, support to report performance metrics instead of measured and predicted results report for further UCI overhead reduction.
6 Specification support for other aspects
6.1 Beam failure detection/report for model inference
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Figure 6-1: BFD RS monitoring procedure
Currently, the UE monitors beam failure detection RS on all serving beams to evaluate whether the beam failure trigger condition is met. If all serving beam metrics meet the pre-defined conditions, the UE reports a beam failure instance indication to the UE higher layer. Conversely, if the UE physical layer determines that no beam failure instance has occurred, no indication is sent to the UE higher layer. For example, in above figure, UE-2 suffers beam failure instance and sends BFI indication to UE higher layer for BFI counter calculation. 
However, an AI model are specified for model inference to predict Top-N L1-RSRPs or even all of the L1-RSPRs. Further, AI model has ability of temporal domain beam prediction for the prediction of L1-RSPRs at future time occasions. In the aforementioned scenarios, the inference side of the AI model is capable of obtaining all or Top-N predictive L1-RSRPs at multiple future occasions. As such, directly using BFD RS may not be efficient enough if AI model of L1-RSPR prediction enabled. 
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Figure 6-2: early cell switching
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Figure 6-3: suspend transmission
More specific, if model inference results of all predictive L1-RSPRs or Top-N predictive L1-RSPRs at one future occasion are less than or equal to pre-defined L1-RSRP threshold, UE can assume a hypothetical beam failure instance and reports to the higher layer. Consequently, an early beam failure event can be identified from UE side. Further, UE may perform early beam recovery procedure or even cell switching procedure based on time duration of hypothetical beam failure in Figure 6-2, or suspend transmission can be achieved in NW side within time duration of hypothetical beam failure from UE side in Figure 6-3. Overall, incorporating AI in the beam failure detection procedure has the potential to significantly enhance the reliability and efficiency of beam management.
Support to using AI beam prediction for beam failure detection/report enhancement.
5 Conclusions
[bookmark: _Hlk101902504]In this contribution, we discuss some issues on AI/ML for beam management and have the following observations:
1. The simulation results from TR 38.843 show that using a wrong fixed pattern causes at least 65/60/55 performance degradation for the KPI of Top1, Top2/1 and Top 4/1 beam prediction accuracy, respectively.
1. Less than 3% average performance decrease among 10 companies submitted in TR 38.843 [2] for the KPI of Top1 and Top2/1 beam prediction accuracy of pre-configured patterns with Tx beam ID information compared to fixed pattern in Set B.
1. It can be observed from majority companies in TR38.843 [2] that only 2% performance degradation of Top-1 beam prediction accuracy and almost same performance of Top-2/1 beam prediction accuracy achieved for pre-configured patterns in Set B with Tx beam ID information as input compared to fixed pattern in Set B.
1. Huge performance improvement can be observed with ensured consistency of Set A and Set B on beam width/beam pointing angle across training and inference.
1. Significant UCI overhead reduction can be achieved by UE-assisted model monitoring compared to direct measurement results report for NW-side AI/ML model.
and proposals:
1. Due to significant performance degradation for mismatch pattern, support pre-configured patterns in Set B with corresponding information provided for inference for both UE sided and NW sided model. 
Support Set B pattern indication between gNB and UE to ensure consistency of Set B across training, inference and monitoring for NW-side model.
Network-side additional conditions at least include Set B pattern, Tx beam boresight direction (azimuth and elevation), 3dB beam-width for DL Tx beam prediction.
For UE-side model, support that dataset ID or virtual beam information representing NW-side additional conditions is provided to UE to ensure consistency between training and inference for model inference, as well as to address NW-side proprietary/privacy information disclosing issue.
Support to perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition.
Regarding NW-side data collection to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition. 
Regarding NW-side data collection for useless beam omission, support below methods on beam report enhancement for overhead reduction:
· Support to reduce unnecessary beam indices and/or corresponding L1-RSRPs in a report where the omitted L1-RSRP of beams may be smaller than an extra threshold. 
· Support to report partial measured L1-RSRPs and beam indices with beam index type indicator.
Regarding NW-side data collection on quantization aspects for overhead reduction,
· Support to enlarge quantization steps for differential beams.
· Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
Regarding UE-side data collection, support UE to report preferred configurations of DL RS transmission, e.g., 
· Minimum number of beam resource in Set B
· Minimum number of resource repetitions for quasi-Rx beam acquisition
Regarding UE-side data collection to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition. 
Regarding UE-side data collection, support to configure dataset ID or virtual beam information from NW to UE as NW-side assistance information to address NW-side proprietary/privacy information disclosing issue.
Support time domain compression of beam resource indication to further reduce report overhead with a report including results of multiple occasions. e.g. considering TRI (time resource indicator) to be reported for each reported beam.
Regarding NW-side model inference to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition. 
Regarding NW-side model inference for improving prediction performance, support to configure multiple pre-configured patterns in Set B.
Regarding NW-side model inference for report overhead reduction, support to report Set B pattern indication if a unique set of beam measurement resources along with multiple supported Set B patterns are transmitted to UE.
Regarding NW-side model inference for useless beam omission, support below methods on beam report enhancement for overhead reduction:
· Support to reduce unnecessary beam indices and/or corresponding L1-RSRPs in a report where the omitted L1-RSRP of beams may be smaller than an extra threshold. 
· Support to report partial measured L1-RSRPs and beam indices with beam index type indicator.
Regarding NW-side model inference on quantization aspects for overhead reduction,
· Support to enlarge quantization steps for differential beams.
· Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
Regarding UE-side model inference, support to configure dataset ID or virtual Tx beam information to ensure consistency between model training and model inference.
Regarding UE-side model inference, support UE to report preferred configurations of DL RS transmission, e.g., 
· Preferred beam pattern suggestion from UE to NW
· Minimum number of beam resource in Set B
· Minimum number of resource repetitions for quasi-Rx beam acquisition
Regarding UE-side model inference to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B measurement result acquisition. 
Regarding UE-side model inference for improving prediction performance, support to configure different pre-configured patterns for different occasions for BM-Case2.
Regarding UE-side model inference on quantization aspects for overhead reduction,
· Support to enlarge quantization steps for differential beams.
· Multi-resolution L1-RSRP quantization, e.g. high-resolution quantization for a group of best RSRPs and low-resolution quantization for others
Support Alt. 1 and Alt.4, i.e. Beam prediction accuracy related KPIs and the L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP, in 4 options of performance metrics for performance monitoring of AI-based DL Tx beam prediction.
Support UE-assisted model monitoring for NW-side AI/ML model to reduce UCI reporting overhead, i.e., UE reports monitoring KPIs for NW side model monitoring.
Regarding NW-side model monitoring to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition. 
Regarding NW-side model monitoring, support to report performance metrics instead of measured results report for further UCI overhead reduction.
Regarding NW-side model monitoring, support to define new default beam procedure for model switching/model deactivation/model activation
Regarding UE-side model monitoring, support below enhancement on monitoring request signaling,
· Minimum number of requested beams
· Minimum number of requested repetitions
Regarding UE-side model monitoring, support to configure dataset ID or virtual Tx beam information to address NW-side proprietary/privacy information disclosing issue.
Regarding UE-side model monitoring to trade off training performance and RS overhead, support P3+P2 resource configuration, e.g., 
· Perform P3 UE Rx beam search based on multiple Tx beams, which can be configured within a time interval limitation for P2 resource set receiving for set B and Set A measurement result acquisition
Regarding UE-side model monitoring, support to report performance metrics instead of measured and predicted results report for further UCI overhead reduction.
Support to using AI beam prediction for beam failure detection/report enhancement
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