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Introduction
In NR Rel-18 study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface, the following conclusion was made in TR 38.843 for the CSI prediction sub use case [1]:
	CSI prediction sub use case: 
The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
Evaluations have been performed to assess AI/ML based CSI prediction from various aspects, including performance compared to baseline, model input/output type, generalization over UE speed, etc. Some aspects are studied but lack observations, including scalability over various configurations and generalization over other scenarios and approach of fine tuning. Performance monitoring accuracy has not been evaluated.
Performance compared with baseline is summarized in clause 6.2.2.8.
Potential specification impact on data collection and performance monitoring are discussed in clause 7.2.2. Limited specification aspects were considered.
From RAN1 perspective, there is no consensus on the recommendation of CSI prediction for normative work.
The reason for the lack of RAN1 consensus on the recommendation of CSI prediction for normative work:
· Lack of results on the performance gain over non-AI/ML based approach and associated complexity.
Other aspects that require further study/conclusion are captured in the summary above. 



In RAN#102 meeting, a new WID was approved for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [2]. The WID consists of two parts, the first part is to provide the normative support for the general framework for AI/ML for air interface, as well as enable the recommended use cases in the preceding study; the second part is to tackle and resolve some outstanding issues identified during the study item, and to deepen the understanding of potential future normative work.
The list of study objectives in the WID is copied below. In this contribution, we focus on the study objectives for the CSI prediction use case.
	[bookmark: _Hlk155703828]Study objectives with corresponding checkpoints in RAN#105 (Sept’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk155701271][bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 

· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 


Prioritization of the studies for CSI prediction
For one-sided UE-sided CSI prediction use case, the TR summarizes the high-level gains when comparing to non-AI/ML method as [1]:
	· From the perspective of basic performance gain over non-AI/ML benchmark, under the same UE speed for training and inference,
· AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI in general, where the majority of sources observe up to 10.6% gain in terms of mean UPT.
· for AI/ML based CSI prediction over non-AI/ML based CSI prediction, 3 sources observe 0.7%~7% gain while 2 sources observe performance loss of -0.1%~-17% in terms of mean UPT.


 
Release 18 SI on CSI prediction use case concluded as lack consensus on recommendation for normative work because of diverged performance gain over non-AI/ML based approach being observed and simulation results being provided by limited number of evaluation sources. Hence, the continuation of study for this use case shall focus on addressing the issue with performance gain.
Regarding specification impact aspects, since CSI prediction is a UE sided model, there are many similarities to other use cases with UE-sided models, including the LCM aspects. Potential specification impact on data collection and performance monitoring for the CSI prediction use case have already been discussed during the Rel-18 SI and the findings were captured in the TR. Hence, there is no urgent needs of studying the specification details for this use case before the check point in in RAN#105 (Sept’ 2024).
[bookmark: _Toc159238884]The continuation of study on the CSI prediction use case shall prioritize studying performance gain over Rel-18 non-AI/ML based approach and associated complexity.
Evaluation results
Overview of simulated schemes
According to the evaluation assumptions defined in Table 6.2.2.1 in [1], two baseline schemes are considered as reference: 
· Baseline #1: nearest historical CSI without prediction.
· Baseline #2: non-AI based CSI with prediction. 
A summary of the simulation parameters can be found in Table 6.
Nearest historical CSI without prediction
For Baseline #1 with nearest historical CSI, a CSI report based on Rel-16 enhanced Type II (a.k.a. Rel-16 eType II) codebook is reported by UE and used by gNB until a new CSI report is received. Throughout the simulations, paramCombination-r16 = 6 is assumed (i.e., ), unless otherwise stated.
[bookmark: _Ref158755638]Non-AI based CSI prediction
For Baseline #2 with non-AI based predicted CSI, a CSI report based on Rel-18 enhanced Type II (a.k.a. Rel-18 eType II) for predicted PMI is reported by the UE. A CSI report is generated in two steps: a channel prediction step followed by a PMI calculation step. 
In the first step, UE estimates channels over  slots by measuring  CSI-RS occasions (). The  measurements are separated uniformly by  slots. An example timeline for the channel prediction step is drawn in Figure 1. Based on the  measurements, UE predicts  channel prediction instances for future slots, which are separated uniformly by  slots. The first prediction and the last measurement are separated by  slots. In our current simulations, only periodic CSI-RS has been evaluated.
[image: A green and white bar

Description automatically generated]
[bookmark: _Ref158752436]Figure 1 An example timeline for channel prediction.
In the second step, UE derives a REL-18 eType II PMI based on the  predictions, that is up to UE implementation. In our simulations, UE first derives a R16 eType II PMI for each of the  slots, then a time domain compression is applied with  Doppler domain basis vectors, where  if , otherwise . Throughout the simulations, paramCombination-Doppler-r18 = 7 (i.e., ) is assumed, unless otherwise stated. With this setting, the same number of spatial domain basis vectors, frequency domain basis vectors, as well as ratio of non-zero coefficients are used for both R16 eType II and REL-18 eType II, which makes the comparison fair.
Non-AI channel prediction algorithm
An auto-regressive (AR) model is used for generating channel prediction, for non-AI based channel prediction. The coefficients for the AR model are obtained via the Burg’s method, which efficiently uses the data by considering both forward and backward predictions. The AR coefficients are obtained by jointly minimizing the forward and backward prediction errors in least square sense. In general, Burg’s method gives good performance even with relatively small number of measurements. Regarding the model order, we assume the maximum model order, i.e., number of measurements – 1. 
Channel prediction can be done either in antenna-frequency domain, or in a transformed domain. We observe that channel in beam-delay domain is much sparser. Consequently, prediction in beam-delay domain gives higher performance. Throughout our simulations, prediction in beam-delay domain is assumed, which is transformed back to antenna-frequency domain with post-processing.
Note that one can also use Kalman filter for prediction, which is recursively updated based on measurement noise and process noise, but that is not considered in our simulations.  
AI-based CSI prediction
For AI-based CSI prediction, a CSI report is also generated using the same two-step procedure as described for the non-AI based prediction case. Both AI and non-AI based prediction schemes use exactly the same reporting format according to the REL-18 eType II codebook as explained in Section 3.1.2. The only difference is that the channel prediction for AI-based scheme is generated using an AI/ML model instead of the AR algorithm. 
AI model for channel prediction
A transformer-based AI model is used for AI-based CSI prediction. To be in line with the non-AI baseline, prediction is done in the beam-delay domain. Further, channel is predicted per delay tap per receive antenna, i.e., along transmit beam and time dimension. Accordingly, input of the AI model is channel along transmit beam and time dimension per delay tap per receive antenna, where the predicted beam-delay domain channel is post-processed back to the antenna-frequency domain. Note that the input to the transformer is embedded along the time dimension, which represents the time dimension per transmit beam along a higher dimension. Further, the dropout layer prevents overfitting the model to the training data. The transformer model processing is shown in Figure 2, with the transformer encoder block shown in Figure 3. The transformer model is similar to that described in [3], with necessary modifications to have the training and inference in the complex-domain, which is implemented with Google’s JAX framework. The parameters for the transformer encoder block that have been used in this paper are given in Table 1, where the parameters are described in [3]. The model is trained with NMSE loss function, where the loss value is the average NMSE between the predicted channel by the AI model and the ground truth (i.e., the estimated channel based on CSI-RS) at each prediction slot.
[bookmark: _Ref158985913]Table 1	Parameters for transformer encoder block and training 
	Parameters
	Values

	Dropout rate
	0.01

	Embedding dimension
	32

	Number of attention heads
	8

	Size of key, query and values
	4

	Number of encoder blocks
	3

	Optimizer
	Adam

	Learning rate
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[bookmark: _Ref158985849]Figure 2	Transformer based AI model processing for CSI prediction in beam-delay domain, where the prediction is done per delay tap per receive antenna.
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[bookmark: _Ref158985878]Figure 3	Transformer encoder block in complex domain 
Data collection procedure
For training and inference of the AI model, the data was collected with the parameters given in Table 5 in Appendix. Specifically, 850 UE tracks are simulated each with 150 slots. Each channel sample is generated with realistic channel estimate, meaning that CSI-RS resources are actually configured, transmitted and decoded. Subsequently, channels from 800 UE tracks are used for creating the training data set and channels from 50 UE tracks are used for the testing data set.
Performance gain over baselines
In this section, performance gain over the two baselines is analyzed with both intermediate KPI and system level throughput. 
Intermediate KPI
For intermediate KPI, both normalized mean squared error (NMSE), expressed in dB, and squared generalized cosine similarity (SGCS) for the dominant eigenvector (i.e., for layer 1) are evaluated and presented in the figures and tables below. Note that our AI models are trained using a loss function to minimize NMSE rather than SGCS.
Figure 4 shows intermediate KPIs (in terms of NMSE and SGCS) for model inference using 30 km/h channel data. All the three considered AI prediction models show better KPIs compared with the two baselines, even for the cases when the AI model is trained using data with mismatched speed than the speed used for inference (i.e., AI trained at 60km/h and AI trained at 60km/h and 30&60 km/h). As expected, among the three AI prediction curves, the AI model trained with dataset that matches with the inference data characteristics (AI trained at 30km/h) performs the best. The AI model trained with mixed dataset (AI trained at 30&60 km/h) performs very close to the best AI model (AI trained at 30km/h), and it also provides good performance gain comparing with two baseline schemes. The NMSE and SGCS values for generating Figure 4 is summarized in Table 7. 
In terms of prediction length, generally, the prediction gets harder with increased prediction length. This trend is reflected in the KPIs showing increased NMSE and decreased SGCS. An exception is the “nearest historical” value, a plain sample-and-hold prediction, that shows lower NMSE values for certain prediction times, corresponding to the channel correlation time. Furthermore, the SGCS of non-AI based prediction drops to similar value as sample-and-hold prediction after 4 predicted slots/instances, that corresponds to 20ms after the last measurement.
[image: ]
[bookmark: _Ref159096415]Figure 4 Intermediate KPIs for observation window of 5/5ms and prediction window of 
4/5ms/5ms. Inference with 30 km/h channel data.
Figure 5 shows intermediate KPIs (in terms of NMSE and SGCS) for model inference using 60 km/h channel data. The corresponding NMSE and SGCS values are summarized in Table 8.
Similar to the observation made from Figure 4, among the three AI prediction curves, the AI model trained with dataset that matches with the inference data characteristics (AI trained at 60km/h) performs the best. The AI model trained with mixed dataset (AI trained at 30&60 km/h) performs very close to the best AI model (AI trained at 60km/h), and it also provide good performance gain comparing with two baseline schemes. 
Hence, from Figure 4 and Figure 5, we draw the following observation:
[bookmark: _Toc159238863]Comparing with non-AI based prediction, AI-based prediction can improve the CSI prediction performance in terms of SGCS when the AI model is trained with matched data statistics for inference scenario, or the AI model is trained with a mixed dataset that contains the inference data statistics. 
Compared with Figure 4 (CSI prediction at 30km/h), Figure 5 shows that the intermediate KPI performance of all the considered five schemes has dropped when CSI prediction is applied at 60km/h. This implies that in general it is more difficult to predict for higher speed scenario when using the same CSI-RS measurement configuration. We also observed that the relative SGSC loss is higher when applying the 30 km/h-trained AI model to a higher speed of 60 km/h scenario, comparing with applying the 60km/h-trained AI model to a lower speed of 30km/h scenario.
For non-AI based prediction, its SGCS performance becomes even worse than the sample-and-hold scheme (shown as “nearest historical” in Figure 5) from the 3rd and 4th predicted slots. 
[image: ]
[bookmark: _Ref159098140]Figure 5 Intermediate KPIs for observation window of 5/5ms and prediction window of 
4/5ms/5ms. Inference with 60 km/h channel data.
Figure 6 shows performance of different schemes when predicting CSI at 60km/h speed scenario using a larger observation window of K=10. Both the non-AI prediction and AI-based prediction schemes improve the performance comparing to the nearest historical baseline scheme, with the largest improvements observed for lower number of predicted slots/instances, and in particular for the non-AI based prediction. AI-based prediction still performs the best, though. (Baseline “nearest historical” predictor shows slightly different values compared to Figure 5 due to simulations with different channel realizations.) The corresponding NMSE and SGCS values are summarized in Table 9.
Comparing Figure 5 and Figure 6, we observed the following:
[bookmark: _Toc159238864]Comparing with the non-AI based prediction scheme, the AI-based prediction requires less CSI-RS measurements to achieve a similar level of CSI prediction performance in terms of SGCS, hence, it is expected that the AI-based scheme can reduce the CSI-RS signaling overhead, the UE CSI-RS measurement overhead and the associated UE processing complexity. 
[image: ]
[bookmark: _Ref159098910]Figure 6 Intermediate KPIs for observation window of 10/5ms and prediction window of 
4/5ms/5ms. Inference with 60 km/h channel data.
System level results
Simulation parameters following the agreed evaluation assumption in Table 6.2.2.1 in [1] are summarized in Table 6 in Appendix. 
To have fair comparison between non-predicted scheme (nearest historical) and predicted scheme (both AI and non-AI), CSI reporting period is scaled with the value of  when , so that schemes both with and without prediction have the same reporting periodicity, which we assume is given by , where  is the separation between two consecutive predictions in slots. For example, if , PMIs are predicted with separation of  slots, then the CSI reporting periodicity for all schemes is 20 slots. 
Impact of channel estimation error
Figure 7 and Figure 8 , and their corresponding table Table 2 show system level simulations (SLS) with AI/ML based CSI prediction compared with both Rel-16 eType II with nearest historical CSI and Rel-18 eType II non-AI prediction. The AI model is at first trained on either a 30 km/h, 60 km/h, or a mix of 30 and 60 km/h scenario, and then evaluated at a speed of 30 km/h. 
As expected, among the three AI prediction curves, the AI model trained with dataset that matches the inference data characteristics (AI trained at 30km/h) performs the best. The AI model trained with mixed dataset (AI trained at 30&60 km/h) performs very close to the best AI model (AI trained at 30km/h), and it also provides good performance gain comparing with two baseline schemes.
Figure 7 uses ideal CSI-RS channel estimation. It shows that the two AI models ( AI model trained at 30km/h and AI model trained with mixed dataset) consistently  give better throughput performance than the Rel-18 eType II non-AI prediction (baseline #2), which in turn also consistently gives better throughput than the Rel-16 eType II with historical CSI (baseline #1) .
Figure 8 shows similar simulation results, now with practical CSI-RS channel estimation that is simulated with link level details in a system level simulation. The throughput gain for the AI model over Rel-16 eType II with historical CSI (baseline #1) is on par with the ideal CSI-RS estimation case. However, for the Rel-18 eType II non-AI prediction scheme (baseline #2), when considering practical channel estimation, its performance advantage over baseline #1 obtained from Figure 7 with the ideal channel estimation is largely diminished. Instead, the performance of the Rel-18 eType II non-AI prediction scheme (baseline #2) is now closer to that of the Rel-16 eType II with historical CSI (baseline #1). As the AI model is trained on estimates with imperfections, it can better handle varying environments, whereas the Burg algorithm used for the non-AI prediction here (baseline #2) is implemented without explicitly modeling of the channel estimation errors.
[image: ][image: ]
[bookmark: _Ref158812059]Figure 7	Mean throughput and 5-th percentile throughput for observation window of 5/5ms and prediction window of 4/5ms/5ms with 30km/h UE velocity and ideal CSI estimation. 
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[bookmark: _Ref159103094]Figure 8	Mean throughput and 5-th percentile throughput for observation window of 5/5ms and prediction window of 4/5ms/5ms with 30 km/h UE velocity and non-ideal CSI estimation. 
Table 2 provides more detailed quantitative comparison among the simulated schemes. The performance gains for ideal and non-ideal CSI channel estimation are normalized with respect to their respective baselines. As observed from Figure 7 and Figure 8, the gain of AI-based prediction over baseline#1 is around the same range. 
However, AI-based prediction can provide decent gains over non-AI based prediction, i.e., baseline#2. In particular, the gains are quite significant for higher loads and 5th percentile. 
For example, at 50% RU, the gains over baseline#2 for mean and 5th percentile are 12% and 20% with ideal CSI channel estimation, while those gains increase to 28% and 50% with non-ideal CSI channel estimation. At 70% RU, the gains over baseline#2 for mean and 5th percentile are 10% and 20% with ideal CSI channel estimation, while those gains increase to 40% and 60% with non-ideal CSI channel estimation.
[bookmark: _Ref158978024]Table 2 Throughput gain of AI-based prediction over baseline#1 (nearest historical) and baseline#2 (non-AI prediction) with ideal and non-ideal CSI estimation at 20%, 50% and 70% resource utilization, at 30km/h, with observation window of 5/5ms and prediction window of 4/5ms/5ms.
	
	20%
	50%
	70%

	
	Mean
	5th percentile
	Mean
	5th percentile
	Mean
	5th percentile

	
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2

	Ideal CSI
	AI, Trained with 30 km/h
	14%
	6%
	33%
	10%
	50%
	12%
	105%
	20%
	64%
	10%
	90%
	20%

	
	AI, Trained with 30 & 60 km/h
	13%
	5%
	33%
	10%
	44%
	7%
	93%
	13%
	68%
	13%
	69%
	6%

	
	AI, Trained with 60 km/h
	14%
	6%
	23%
	2%
	32%
	-2%
	68%
	-2%
	49%
	0%
	47%
	8%

	Non-ideal CSI
	AI, Trained with 30 km/h
	15%
	12%
	39%
	30%
	53%
	28%
	118%
	50%
	66%
	40%
	58%
	60%

	
	AI, Trained with 30 & 60 km/h
	14%
	11%
	33%
	24%
	51%
	26%
	112%
	46%
	59%
	34%
	48%
	50%

	
	AI, Trained with 60 km/h
	13%
	10%
	28%
	20%
	43%
	19%
	102%
	39%
	53%
	29%
	49%
	51%



[bookmark: _Toc159139758][bookmark: _Toc159140712][bookmark: _Toc159140787][bookmark: _Toc159238865]From the perspective of basic performance gain over non-AI/ML benchmark, under the assumption of the same UE speed of 30km/h for training and inference, observation window of 5/5m, and prediction window of 4/5ms/5ms, and ideal CSI channel estimation:
a. [bookmark: _Toc159238866]AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI (baseline #1), where
i. [bookmark: _Toc159238867]14%, 50%, and 64% gains in terms of mean-UPT are observed at RU of 20%, 50% and 70%, respectively.
ii. [bookmark: _Toc159238868]33%, 105%, and 90% gains in terms of 5%-UPT are observed at RU of 20%, 50% and 70%, respectively.  
b. [bookmark: _Toc159238869]AI/ML based CSI prediction outperforms the benchmark of non-AI/ML based CSI prediction (baseline #2), where
i. [bookmark: _Toc159238870]6%, 12% and 10% gains in terms of mean-UPT are observed at RU of 20%, 50% and 70%, respectively.
ii. [bookmark: _Toc159238871]10%, 20%, and 20% gains in terms of 5%-UPT are observed at RU of 20%, 50% and 70%, respectively.  
[bookmark: _Toc159238872]From the perspective of basic performance gain over non-AI/ML benchmark, under the assumption of the same UE speed of 30km/h for training and inference, observation window of 5/5m, and prediction window of 4/5ms/5ms, and non-ideal CSI channel estimation:
c. [bookmark: _Toc159238873]AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI (baseline #1), where
i. [bookmark: _Toc159238874]15%, 55%, and 66% gains in terms of mean-UPT are observed at RU of 20%, 50% and 70%, respectively.
ii. [bookmark: _Toc159238875]39%, 118%, and 58% gains in terms of 5%-UPT are observed at RU of 20%, 50% and 70%, respectively.  
d. [bookmark: _Toc159238876]AI/ML based CSI prediction outperforms the benchmark of non-AI/ML based CSI prediction (baseline #2), where
i. [bookmark: _Toc159238877]12%, 28%, and 40% gains in terms of mean-UPT are observed at RU of 20%, 50% and 70%, respectively.
ii. [bookmark: _Toc159238878]30%, 50%, and 60% gains in terms of 5%-UPT are observed at RU of 20%, 50% and 70%, respectively.  
[bookmark: _Toc159238879]The performance of AI-based CSI prediction is robust against channel estimation errors, since the AI model is trained with practical channel estimates. The non-AI based prediction is very sensitive to channel estimation errors, leading to significant performance drop of non-AI based solution, especially at higher loads and for 5th percentile UPT. If non-ideal CSI channel estimation are to be considered in the continued study of CSI-prediction use case, more advanced non-AI based prediction scheme shall be considered to provide a fair comparison between AI and non-AI in terms of performance gain vs. complexity. 
Impact of UE speed
Figure 9 and Figure 10, with the corresponding Table 3, show performance with ideal and non-ideal channel estimation, evaluated on a UE speed of 60 km/h. The AI model is at first trained on either a 30 km/h, 60 km/h, or a mix of 30 and 60 km/h scenario, and then evaluated at a speed of 60 km/h.
Similar to what has been shown in Figure 7 and Figure 8, we can observe from Figure 9 and Figure 10 that among the three AI prediction curves, the AI model trained with dataset that matches the inference data characteristics (AI trained at 60km/h) performs the best. The AI model trained with mixed dataset (AI trained at 30&60 km/h) performs very close to the best AI model (AI trained at 60km/h), and it also provides good performance gain comparing with two baseline schemes.
[bookmark: _Toc159238880]Comparing with non-AI based prediction (both baseline #1 and baseline #2), AI-based prediction can improve the performance in terms of mean-UPT and 5%-UPT when the AI model is trained with matched data statistics for the inference scenario, or the AI model is trained with a mixed dataset that contains the inference data statistics. 
We also observe that the AI model is more robust for the scenario of training using 60 km/h channel data and inference at 30km/h (as shown in Figure 7 and Figure 8), than the scenario of training using 30 km/h channel data and inference at 60 km/h (as shown in Figure 9 and Figure 10). This is also in line with our observations from the intermediate KPI results analysis. 
[bookmark: _Toc159238881] It is more robust to train an AI model using a dataset for higher UE speed inference at a scenario with lower UE speed, than to train an AI model using a dataset for lower UE speed and inference at a scenario with higher UE speed. 
It can also be noted from Figure 9 and Figure 10 that the non-AI model has problems to predict accurate CSI at 60 km/h, since its SGCS performance becomes even worse than the Rel-16 eType II with nearest historical CSI from the 3rd and 4th predicted slots (as shown in Figure 5). 
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[bookmark: _Ref158978167]Figure 9	Mean throughput and 5-th percentile throughput for observation window of 5/5ms and prediction window of 4/5ms/5ms with 60km/h UE velocity and ideal CSI estimation. 
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[bookmark: _Ref158978169]Figure 10	Mean throughput and 5-th percentile throughput for observation window of 5/5ms and prediction window of 4/5ms/5ms with 60km/h UE velocity and non-ideal CSI estimation. 
[bookmark: _Ref158978151]Table 3	Throughput gain of AI-based prediction over baseline#1 (nearest historical) and baseline#2 (non-AI prediction) with ideal and non-ideal CSI estimation at 20%, 50% and 70% resource utilization, at 60 km/h with observation window of 5/5ms.
	
	20%
	50%
	70%

	
	Mean
	5th percentile
	Mean
	5th percentile
	Mean
	5th percentile

	
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2

	Ideal CSI
	AI, Trained with 30 km/h
	0%
	3%
	0%
	5%
	2%
	6%
	5%
	1%
	-10%
	-17%
	-10%
	-17%

	
	AI, Trained with 30 & 60 km/h
	5%
	8%
	13%
	19%
	21%
	25%
	50%
	44%
	12%
	6%
	26%
	17%

	
	AI, Trained with 60 km/h
	7%
	9%
	16%
	22%
	21%
	26%
	49%
	43%
	17%
	12%
	36%
	22%

	Non-ideal CSI
	AI, Trained with 30 km/h
	 4%
	10%
	15%
	26%
	11%
	23%
	33%
	50%
	15%
	28%
	14%
	26%

	
	AI, Trained with 30 & 60 km/h
	10%
	16%
	26%
	37%
	26%
	39%
	60%
	79%
	27%
	44%
	37%
	52%

	
	AI, Trained with 60 km/h
	10%
	16%
	26%
	37%
	26%
	38%
	66%
	87%
	32%
	47%
	37%
	52%



Figure 11 and Figure 12, with corresponding Table 4, show performance with ideal and non-ideal channel estimation, tested on a UE speed of 60 km/h. The AI models have been trained on 60 km/h, and are using a longer observation window of 10/5ms. The increased observation window shows a gain for the higher values of resource utilization but not for the lower.
Similar to the intermediate KPI result analysis, by comparing Figure 11 with Figure 9, we can observe the following:
[bookmark: _Toc159238882]Comparing with the non-AI based prediction scheme, the AI-based prediction requires less CSI-RS measurements to achieve a similar level of CSI prediction performance in terms of mean-UPT and 5%-UPT, hence, it is expected that the AI-based scheme can reduce the CSI-RS signaling overhead, the UE CSI-RS measurement overhead and the associated UE processing complexity. 
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[bookmark: _Ref158977943]Figure 11	Mean throughput and 5-th percentile throughput for observation window of 10/5ms and prediction window of 4/5ms/5ms with 60km/h UE velocity and ideal CSI estimation. 
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[bookmark: _Ref158977945]Figure 12	Mean throughput and 5-th percentile throughput for observation window of 10/5ms and prediction window of 4/5ms/5ms with 60km/h UE velocity and non-ideal CSI estimation. 
[bookmark: _Ref158978214]Table 4	Throughput gain of AI-based prediction over baseline#1 (nearest historical) and baseline#2 (non-AI prediction) with ideal and non-ideal CSI estimation at 20%, 50% and 70% resource utilization, at 60 km/h, with observation window of 10/5ms.

	
	20%
	50%
	70%

	
	Mean
	5th percentile
	Mean
	5th percentile
	Mean
	5th percentile

	
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2
	#1
	#2

	AI, Trained with 60 km/h, ideal CSI
	5%
	4%
	11%
	7%
	20%
	6%
	51%
	8%
	20%
	8%
	49%
	15%

	AI, Trained with 60 km/h, non-ideal CSI
	8%
	12%
	15%
	16%
	28%
	31%
	81%
	64%
	35%
	26%
	66%
	43%



Complexity analysis
For the non-AI AR-based CSI prediction approach, the computations are counted including calculating the AR coefficients, as well as applying the AR coefficients to generate configured number of predictions. Assuming  measurements are used for calculating the AR model of order , and further assuming that  predictions are generated, then an estimation of the number of FLOPs (floating point operations) is given by . In our simulations, since  is always , the number of FLOPs can be simplified to , which is a quadratic function with respect to the number of measurements, 
For 4 Rx antennas, 32 Tx antennas, and 52 PRBs, the number of FLOPs required for non-AI AR-based CSI prediction approach is about: 
· 5.6 million for , 
· 22.2 million for 

For AI-based CSI prediction, our AI model architecture is agnostic to the value of K, hence, for both cases of {, , and {, , the number of FLOPs is around 522 million, where the number of FLOPs is mainly dominated by the operation of transformer encoder block of the AI model. Further, the number of parameters is equal to 0.0260 million. The complexity of AI model is obtained with inbuilt functions in Google’s JAX framework. However, note that the size of the AI model can be further optimized to reduce the number of FLOPs.
Note that as observed from both intermediate KPI and system level results, for some scenarios (e.g., high speed cases), the non-AI based approach can require much more CSI-RS measurements (a larger value of K) to achieve the same level of performance as the AI-based approach. This implies a larger value of K shall be used for non-AI based approach when comparing the computational complexity between AI and non-AI based schemes. 
It shall also be pointed out that the additional complexities like the CSI-RS transmission overhead, the UE CSI-RS measurement overhead and the associated UE processing complexity for the non-AI based approach have not been considered in complexity related KPIs yet.
Specification aspects
For UE-sided CSI prediction use case, the following potential specification aspects were discussed in the Rel-18 SI and captured in the TR:
	In CSI prediction using UE-sided model use case:
Data collection:
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including:
-	Signalling and procedures for the data collection 
-	Data collection indicated by NW 
-	Requested from UE for data collection 
-	CSI-RS configuration 
-	Assistance information for categorizing the data, if needed
-	The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
Performance monitoring: 
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM:
-	Type 1:
-	UE calculates the performance metric(s)
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground-truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculates the performance metric(s) 
-	UE reports performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Functionality selection/activation/deactivation/switching as defined for other UE side use cases can be reused, if applicable. 
-	Configuration and procedure for performance monitoring 
-	CSI-RS configuration for performance monitoring
-	Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
-	UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report
-	Note: down selection is not precluded.
-	Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW.




Below we discuss the details including possible down selection of the proposed solutions. However, we think that the continued study of this use case shall focus on addressing the performance gain vs. complexity issue first, before going into discussing these specification impact details.
Data Collection
In Rel-18 MIMO agenda item, extension of Type II CSI to support CSI prediction has been specified. To enable CSI prediction, channel measurements for sufficient number of time instances are required for extracting the time domain channel property, based on which a future CSI can be predicted. To obtain such measurements, gNB can either configure a legacy periodic (P) or semi-persistent (SP) CSI-RS resource, or an aperiodic (AP) CSI-RS burst according to Rel-18. 
It is worth mentioning that the CSI-RS burst specified in Rel-18 MIMO agenda item is a single CSI-RS resource set that contains  AP CSI-RS resources, separated by  slots in time. It is further specified that the  CSI-RS resources are triggered by the same tiggering DCI, and that antenna ports with the same port index of the  AP CSI-RS resources are the same. 
For AI/ML-based CSI prediction, similar configuration for measurement is also needed. However, AI/ML-based CSI prediction may require measurements with different time domain behaviors for data collection for different LCM stages, hence completely reusing the Rel-18 CSI-RS resource configuration may not be efficient. 
Signaling procedures shall be designed to support collecting channel measurements for both observation window and prediction window for the UE-side to train an AI/ML. 
Legacy configurations may not be sufficient since there is no indication of the association between CSI-RS resources used for measurements in an observation window and CSI-RS resource(s) used for ground-truth labels in a prediction window, and this association is needed for the UE to create one training data sample. 
In addition, legacy CSI prediction only use “inference”- like operation, but for AI/ML, there is also data collection and monitoring, which is a bit different as it may require more data to be collected by the UE. Hence reusing the legacy CSI-RS resource configuration may result in either high triggering overhead (e.g., AP triggering of multiple CSI-RS resource bursts) or waste of resources (e.g., some CSI-RS are transmitted but will not be measured or used for creating training data samples). Thus, for the CSI prediction use case, signaling procedure and enhancement of CSI-RS resource configuration are needed for model training data collection. In the following, this will be further explained in detail. 
4.1.1 CSI-RS resource for model training
For model training of an AL/ML model for CSI prediction, the training data should consist of not only the channel measurements within the observation window, but also the ground truth measurements in the prediction window, which are needed for designing the loss function and for calculating the loss during model training. 
The channel measurements within the observation window could be obtained by configuring the UE to measure a number of CSI-RS resources spread in time. One example is to configure the CSI-RS burst specified in Rel-18. However, the supported CSI-RS burst in Rel-18 can only be aperiodically triggered, which is not efficient from signaling point of view where a large number of measurements are potentially needed. Also, the corresponding parameters, such as number of instances in a burst and separation between adjacent measurements, may need further optimization for data collection purpose. In existing simulation results, this has not been properly studied yet. The legacy P or SP CSI-RS resource may also not be optimal for training data collection, as they may introduce unnecessary resource and/or signaling overhead.
The ground truth measurements within the prediction window depend on the occasion(s) where the predicted CSI is valid for, which is yet to be discussed in 3GPP. For example, the predicted CSI might be valid for a single time instance, a number of uniformly spaced time instances (as seen in Figure 13), or a number of non-uniformly spaced time instances. The CSI-RS resources need to be configured accordingly, so that there are measurement resources configured for those time instances. 
Moreover, CSI-RS resources used for measurements in an observation window and for ground-truth labels in a prediction window shall be associated. For example, in Figure 13, each CSI-RS resources within an observation window is associated with a CSI-RS resource(s) in an prediction window via the same training data sample #n, for n = 1,…, N.
[image: A diagram of a graph
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[bookmark: _Ref146714801]Figure 13. An illustration of training data to be collected for CSI prediction use case, where N training data samples can be collected over a certain training data collection time period, with each training data sample consists of measurements within the observation window and ground truth measurements in the prediction window.
4.1.2 CSI-RS resource for model monitoring
For model monitoring of an AI/ML model for CSI prediction, the collected data should also consist of both the channel measurements within the observation window that are used for generating the prediction, and the ground truth measurements within the prediction window for deriving the inference accuracy related metrics like prediction accuracy for model performance monitoring. Depending on how frequently model monitoring has to be performed and which performance metric is used for performance monitoring, either legacy CSI-RS resource configuration or the enhanced CSI-RS resource configuration for model training can be reused for model monitoring. 
4.1.3 CSI-RS resource for model inference
For model inference of an AI/ML model for CSI prediction, only the channel measurements within an observation window are needed whenever a predicted CSI is requested. Hence, it is possible to fully reuse the legacy CSI-RS configurations.
Based on the above discussions, CSI-RS resource configuration needs to be studied in 3GPP. Enhancement is needed at least for model training data collection, in order to support the use case with reasonable signalling and resource overhead. 
[bookmark: _Toc149938889][bookmark: _Toc159238883]CSI-RS resource configuration needs to be studied in 3GPP for CSI prediction use case.  At least for data collection for model training, CSI-RS configuration needs to be enhanced to indicate the association between CSI-RS resources used for measurements in an observation window and CSI-RS resource(s) used for ground-truth labels in a prediction window, and to maintain a reasonable signalling and resource overhead. 
[bookmark: _Toc149938933][bookmark: _Toc159238885]For the CSI prediction use case, conclude that specification impact for CSI-RS resource configuration is identified at least for UE-side model training data collection.
Performance monitoring
Three types of performance monitoring procedures have been proposed. In our view, Type 1 should be supported as a baseline. The reason is that the UE has full control of its deployed UE-sided model(s), and it has access to the model output (predicted CSI) and the associated ground truth labels (measurements for CSI-RS resources in the prediction window) if CSI-RS measurement resources are configured by the gNB, etc., which can be directly used by the UE to calculate the CSI prediction performance monitoring metrics and derive a monitoring result. 
For Type 2, the input for calculating the prediction performance metrics is reported to the NW. This may introduce large reporting overhead, as most likely the NW needs to accumulate a sufficient number of monitoring data samples from UE in order to make a reliable monitoring decision. In addition, NW has to monitor the performance for all served UEs, which adds significant complexity to the NW side. 
For Type 3, the NW produces the performance monitoring outcome based on performance metrics reported by the UE. In this case, the NW has to manage performance metrics reported by UEs from all vendors. How to interpret the performance metric in a common and fair way is challenging. To facilitate this, a RAN 4 testable performance metric is required, and the feasibility of testing the performance metric shall be confirmed by RAN4. 
[bookmark: _Toc149938934][bookmark: _Toc159238886]For performance monitoring for CSI prediction use case with UE side model, conclude to support Type 1 performance monitoring procedure. Deprioritize Type 2.
Conclusion
In the previous sections we made the following observations: 
Observation 1	Comparing with non-AI based prediction, AI-based prediction can improve the CSI prediction performance in terms of SGCS when the AI model is trained with matched data statistics for inference scenario, or the AI model is trained with a mixed dataset that contains the inference data statistics.
Observation 2	Comparing with the non-AI based prediction scheme, the AI-based prediction requires less CSI-RS measurements to achieve a similar level of CSI prediction performance in terms of SGCS, hence, it is expected that the AI-based scheme can reduce the CSI-RS signaling overhead, the UE CSI-RS measurement overhead and the associated UE processing complexity.
Observation 3	From the perspective of basic performance gain over non-AI/ML benchmark, under the assumption of the same UE speed of 30km/h for training and inference, observation window of 5/5m, and prediction window of 4/5ms/5ms, and ideal CSI channel estimation:
a.	AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI (baseline #1), where
i.	14%, 50%, and 64% gains in terms of mean-UPT are observed at RU of 20%, 50% and 70%, respectively.
ii.	33%, 105%, and 90% gains in terms of 5%-UPT are observed at RU of 20%, 50% and 70%, respectively.
b.	AI/ML based CSI prediction outperforms the benchmark of non-AI/ML based CSI prediction (baseline #2), where
i.	6%, 12% and 10% gains in terms of mean-UPT are observed at RU of 20%, 50% and 70%, respectively.
ii.	10%, 20%, and 20% gains in terms of 5%-UPT are observed at RU of 20%, 50% and 70%, respectively.
Observation 4	From the perspective of basic performance gain over non-AI/ML benchmark, under the assumption of the same UE speed of 30km/h for training and inference, observation window of 5/5m, and prediction window of 4/5ms/5ms, and non-ideal CSI channel estimation:
a.	AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI (baseline #1), where
i.	15%, 55%, and 66% gains in terms of mean-UPT are observed at RU of 20%, 50% and 70%, respectively.
ii.	39%, 118%, and 58% gains in terms of 5%-UPT are observed at RU of 20%, 50% and 70%, respectively.
b.	AI/ML based CSI prediction outperforms the benchmark of non-AI/ML based CSI prediction (baseline #2), where
i.	12%, 28%, and 40% gains in terms of mean-UPT are observed at RU of 20%, 50% and 70%, respectively.
ii.	30%, 50%, and 60% gains in terms of 5%-UPT are observed at RU of 20%, 50% and 70%, respectively.
Observation 5	The performance of AI-based CSI prediction is robust against channel estimation errors, since the AI model is trained with practical channel estimates. The non-AI based prediction is very sensitive to channel estimation errors, leading to significant performance drop of non-AI based solution, especially at higher loads and for 5th percentile UPT. If non-ideal CSI channel estimation are to be considered in the continued study of CSI-prediction use case, more advanced non-AI based prediction scheme shall be considered to provide a fair comparison between AI and non-AI in terms of performance gain vs. complexity.
Observation 6	Comparing with non-AI based prediction (both baseline #1 and baseline #2), AI-based prediction can improve the performance in terms of mean-UPT and 5%-UPT when the AI model is trained with matched data statistics for the inference scenario, or the AI model is trained with a mixed dataset that contains the inference data statistics.
Observation 7	It is more robust to train an AI model using a dataset for higher UE speed inference at a scenario with lower UE speed, than to train an AI model using a dataset for lower UE speed and inference at a scenario with higher UE speed.
Observation 8	Comparing with the non-AI based prediction scheme, the AI-based prediction requires less CSI-RS measurements to achieve a similar level of CSI prediction performance in terms of mean-UPT and 5%-UPT, hence, it is expected that the AI-based scheme can reduce the CSI-RS signaling overhead, the UE CSI-RS measurement overhead and the associated UE processing complexity.
Observation 9	CSI-RS resource configuration needs to be studied in 3GPP for CSI prediction use case.  At least for data collection for model training, CSI-RS configuration needs to be enhanced to indicate the association between CSI-RS resources used for measurements in an observation window and CSI-RS resource(s) used for ground-truth labels in a prediction window, and to maintain a reasonable signalling and resource overhead.

Based on the discussion in the previous sections we propose the following:
Proposal 1	The continuation of study on the CSI prediction use case shall prioritize studying performance gain over Rel-18 non-AI/ML based approach and associated complexity.
Proposal 2	For the CSI prediction use case, conclude that specification impact for CSI-RS resource configuration is identified at least for UE-side model training data collection.
Proposal 3	For performance monitoring for CSI prediction use case with UE side model, conclude to support Type 1 performance monitoring procedure. Deprioritize Type 2.

Appendix
[bookmark: _Ref158985546]Table 5	Parameters used for data collection
	Parameter
	Value

	Waveform
	OFDM

	Scenario
	Urban dense macro

	Carrier frequency
	2 GHz

	Inter-BS distance
	200 m

	UE tracks and slots per track
	850 UEs with 150 slots each

	UE mobility
	30 km/h and 60 km/h

	Channel sampling frequency
	1 ms

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ 

	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9 dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15 KHz

	Simulation bandwidth
	10 MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	UE distribution
	100% outdoor. 

	UE receiver
	MMSE-IRC as the baseline receiver

	Channel estimation         
	Realistic CSI-RS channel estimation at UE.

	Spatial consistency model
	Not used



[bookmark: _Ref158757950]Table 6	Parameters used for SLS for CSI prediction
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Urban dense macro

	Carrier frequency
	2 GHz

	Inter-BS distance
	200 m

	Layout and number of UEs
	3 sites and 200 UEs

	UE mobility
	30 km/h and 60 km/h

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ 

	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25 m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9 dB

	Modulation
	Up to 256 QAM

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15 kHz

	Simulation bandwidth
	10 MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU-MIMO 

	MIMO rank
	1 - 2

	CSI feedback delay
	4 ms

	CSI-RS periodicity
	5 ms

	CSI report periodicity
	 (depending on Rel-18 eType II configuration)

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes.

	Rel-18 eType II Parameters
	Parameter combination: 7; ; ; ; ; UL slot for reporting: 3 slots after last measurement for prediction.
5 measurements are used for channel prediction

	Rel-16 eType II Parameters (Baseline)
	Parameter combination: 6

	Traffic load (Resource utilization)
	20/50/70%.  

	UE distribution
	100% outdoor. 

	UE receiver
	MMSE-IRC as the baseline receiver

	Channel estimation         
	Realistic CSI-RS channel estimation at UE.

	Spatial consistency model
	Not used



[bookmark: _In-sequence_SDU_delivery][bookmark: _Ref159145597]Table 7	Intermediate KPIs for observation window of 5/5ms and prediction window of 
4/5ms/5ms. Inference with 30 km/h channel data
	Predicted slot
	1
	2
	3
	4

	KPIs
	NMSE
	SGCS
	NMSE
	SGCS
	NMSE
	SGCS
	NMSE
	SGCS

	Nearest historical
	0.740
	0.529
	3.717
	0.442
	3.253
	0.372
	1.051
	0.338

	Non-AI prediction
	-4.618
	0.619
	-3.220
	0.476
	-1.998
	0.388
	-1.357
	0.336

	AI trained at 30 km/h
	-6.842
	0.704
	-5.229
	0.592
	-4.333
	0.503
	-3.803
	0.447

	AI trained at 30&60 km/h
	-6.626
	0.691
	-5.339
	0.567
	-4.213
	0.485
	-3.715
	0.429

	AI trained at 60 km/h
	-6.042
	0.644
	-4.807
	0.512
	-3.777
	0.441
	-3.368
	0.395



[bookmark: _Ref159098823]Table 8	Intermediate KPIs for observation window of 5/5ms and prediction window of 
4/5ms/5ms. Inference with 60 km/h channel data
	Predicted slot
	1
	2
	3
	4

	KPIs
	NMSE
	SGCS
	NMSE
	SGCS
	NMSE
	SGCS
	NMSE
	SGCS

	Nearest historical
	3.444
	0.430
	0.728
	0.373
	3.177
	0.335
	2.125
	0.321

	Non-AI prediction
	-3.466
	0.508
	-2.337
	0.386
	-1.431
	0.324
	-1.071
	0.296

	AI trained at 30 km/h
	-4.162
	0.487
	-3.170
	0.402
	-3.17
	0.346
	-2.138
	0.316

	AI trained at 30&60 km/h
	-5.320
	0.560
	-4.290
	0.439
	-3.417
	0.378
	-3.250
	0.349

	AI trained at 60 km/h
	-5.444
	0.564
	-4.425
	0.446
	-3.596
	0.381
	-3.398
	0.354



[bookmark: _Ref159098991]Table 9	Intermediate KPIs for observation window of 10/5ms and prediction window of 
4/5ms/5ms. Inference with 60 km/h channel data
	Predicted slot
	1
	2
	3
	4

	KPIs
	NMSE
	SGCS
	NMSE
	SGCS
	NMSE
	SGCS
	NMSE
	SGCS

	Nearest historical
	3.392
	0.445
	1.029
	0.377
	3.106
	0.329
	2.586
	0.319

	Non-AI prediction
	-4.423
	0.580
	-3.186
	0.438
	-2.009
	0.347
	-1.768
	0.322

	AI trained at 60 km/h
	-5.920
	0.581
	-4.926
	0.447
	-4.221
	0.377
	-4.065
	0.364
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