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Introduction
[bookmark: OLE_LINK4]In the RAN#102 plenary meeting [1], a new work item on AI/ML for air-interface was approved for Release 19, where the working objectives on AI/ML for positioning accuracy enhancement are given below:
	Provide specification support for the following aspects:
…. 
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
….


Discussion
Use Case Prioritization
Cases 1/3a/3b have been identified with 1st priority in the work item description [1] that has been approved at the RAN#102 meeting. These prioritized positioning cases enable downlink positioning, i.e., Case 1, and uplink positioning, i.e., Case 3a and Case 3b. They also include both assisted and direct positioning. The lower priority Cases 2a/2b do not add extra functionality, and besides requiring extra specification effort, they would also impose an increased extra load on the air interface.
Proposal 1: RAN1 follows the WID on the prioritization of use cases, i.e. Case 1/3a/3b are prioritized.
Life Cycle Management Procedure
As stated in TR 38.843 [2]:
	The LCM procedure is studied for the case that an AI/ML model has a model ID with associated information and/or for the case that a given functionality is provided by some AI/ML operations. Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.…


For the model-ID based LCM, e.g. for Case 1, if the UE would support one or multiple models, it may update, fine-tune or switch between them without a need to notify the network, i.e., LMF to be specific. Introducing model identification for one-sided models may bring additional effort at the LMF for UE-side model management. However, the necessity of model-ID based LCM is still under study in RAN1 9.1.3.3 and in RAN2. It is therefore our suggestion to defer discussion on the model-ID based LCM in 9.1.2 at least until end of Q3/2024.
Proposal 2: Defer discussion on model-ID based LCM in 9.1.2 until end of Q3/2024, since its necessity still is under discussion in 9.1.3.3 and in RAN2.
Regarding functionality-based LCM for the AI/ML positioning use cases, it is our view that it at least may correspond to the UE-side operations for Case 1 and Case 2a and that the UE should report its general requirement for aspects like RS configurations and/or its support on inference output (e.g., LOS indicator or RSTD for Case 2a). 
Proposal 3: Support functionality-based LCM for UE-side model of Case 1/[2a].
Some details for further study regarding the functionality-based LCM have been addressed TR 38.843 as shown below [2]: 
	For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.
…
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among functionality(es) are studied, where the applicable functionalities may be a subset of all functionalities. Applicable functionalities can be reported by the UE.


If Case 2a would be studied for specification, for the conditions of functionality-based LCM related to model output the 3GPP framework of feature and UE capability reporting shall be taken as a starting point. Its specific procedure could be given by the following steps and as shown in Figure 1:
Step 1: The UE reports the UE capability on AI/ML positioning features, which may include features defined in the following table: 
	Measurement report format
	AI/ML functionality

	AI/ML-based LOS indicator
	AI/ML assisted positioning feature-1

	AI/ML-based Timing info.
	AI/ML assisted positioning feature-2

	AI/ML-based Angle info.
	AI/ML assisted positioning feature-3


Step 2: During the positioning procedure, the LMF indicates to the desired UE a measurement request, for example an AI/ML-based LOS indicator.
Step 3: The UE reports the AI/ML-based LOS indicator to the LMF.
Step 4: LMF obtains the LOS indicator, and then uses for example the AI/ML assisted positioning feature-1 to conduct the positioning.
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[bookmark: _Ref158225518]Figure 1 – UE capability reporting for functionality
Proposal 4: For the functionality identification LCM for UE-side model of [Case 2a], consider indicating the functionality by the format of the measurement report.
Model Training
Training data consists of measurements and ground-truth labels which should be made available at the training data entity. In the following, aspects related to model training of the 1st priority and 2nd priority positioning cases are discussed.
Model training for Case 1
In the study item, the following entities have been identified to generate the label and measurements for Case 1: 
· For label generation: at least PRU and potentially UE, where the UE only when being identified as necessary and beneficial.
· For measurement data generation: PRU and UE which perform channel measurement based on PRS. The legacy configuration of PRS can be employed for obtaining the measurements for training in Case 1. 
In our view, for the label generation only the PRU is needed. The usage of a UE does not seem necessary or beneficial. That’s because for the label generation by UEs, it might be difficult to guarantee accuracy and availability, and, if e.g. a legacy method would be used that achieves high enough accuracy, it would then be questionable why to utilize AI/ML based positioning in the first place. We are therefore suggesting to focus on PRUs when discussing potential spec impact.  
Proposal 5: For Case 1 label generation, prioritize the PRU, while the benefits and necessity to additionally consider UEs remain to be confirmed.   
For Case 1, the most straight forward option to train the model is on the UE-side. Whether inside the UE itself or on an OTT server is up to UE-side implementation. Another theoretical possibility would be to train the model at the network side. The latter would require model transfer, which, however, is not yet supported and a corresponding discussion should be deferred until more progress is achieved. These considerations have also been captured in TR 38.843, Section 7.2.4 [2]:
	· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server. 
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group.
· Note: RAN2 identified the case in which LMF may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


The labels and measurements need to be sent from their sources (e.g, PRUs/[UEs]) to the UE-side training entity (e.g. OTT server). Since this is for one-sided model, this signalling could be quite feasible in a spec transparent manner since both PRU/[UE] and the OTT server may belong to the same UE vendor. On the other hand, if the data collection is done with network assisted manner (e.g., relayed by LMF), it will be complicated since it would require to define the signalling of label/measurement transfer over the air from PRUs/[UEs] to the LMF; in addition, the data delivery signalling from the LMF further to an OTT server is outside the scope of RAN1 discussion. For the transfer of measurements and labels it would firstly need to be studied if and how the legacy mechanism can be re-used. On the other hand, supporting the transfer by implementation manner is simple and would allow full flexibility for the AI/ML model design. The implementation based training data collection for Case 1 is illustrated in Figure 2 below. 
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[bookmark: _Ref157725252]Figure 2 – Case 1 model training, transfer of measurements and labels from PRU/[UE] to UE-side training entity in a spec transparent manner
Based on the above discussion we are making the following proposal:
Proposal 6: For Case 1 data collection for UE-sided model, prioritize the data collection from UE to the UE-side training entity (e.g. OTT server) via spec transparent manner.
· Note: Data collection with network assisted manner bring unnecessary spec effort, and data delivery from 3GPP entity (e.g. LMF) to UE-side training entity is outside the scope of RAN1 discussion.
Model training for Case 3a
In the study item, the following entities have been identified to generate the label and measurements for Case 3a: 
· For label generation: At least network entity with known PRU location
· For measurement data generation: TRP which measures SRS. The legacy configuration of SRS can be employed for obtaining the measurements for training in Case 3a.
In Section 7.2.4 of the TR 38.843, the training data generation termination is described for the gNB-side model [2]:
	· For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 
· Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


For terminating the model training, the labels are needed. Therefore, the labels must be made available at the OAM if it is the training entity. These labels can then be kept at the OAM or can be signaled by implementation to the gNB. It should therefore be noted that both the gNB and OAM can obtain ground truth for LOS states and also for TOA by implementation. Regardless of the model output type, another entity to obtain the label may not be needed. As a typical example, similar to how the LMF obtains the label, the label between TRP and PRU can be manually configured to the vendor domain OAM.
The measurements for the model input are calculated by the gNB based on SRS. As the model is located at the gNB, the training entity can the gNB or the OAM. Thus, everything that is needed for training (measurements and labels) can be made available by implementation at gNB/OAM and has no spec impact.
An example for the training data collection for Case 3a is illustrated in Figure 3 below where the labels are transferred from the OAM to the gNB where the training is performed:
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[bookmark: _Ref157606413]Figure 3 – Case 3a model training
Based on the above discussion we make the following observation:
Observation 1: For Case 3a data collection for gNB-sided model, the network entity for the label generation can be gNB/OAM, and the label can be collected by implementation.
Model training for Case 3b
In the study item, the following entities have been identified to generate the label and measurements for Case 3b: 
· For label generation: LMF with known PRU location
· For measurement data generation: TRP which measures SRS. The legacy configuration of PRS can be employed for obtaining the measurements for training in Case 3b.  
In TR 38.843 it has been identified that the termination point for the training data is the LMF [2]:
	· Model Training:
[…]
· For LMF-side model, the LMF is the termination point for training data. 


The AI/ML model is located at the LMF, where the labels are already available. The measurements need to be transferred from the gNB to the LMF, where the model training is performed. The same measurement report type as needed for inference in Case 3b should be sent from gNB to LMF. Thus, for the type of measurement, no extra spec impact on top of what would be supported for inference is needed for training data collection. The data collection for Case 3b is illustrated in Figure 4 below:
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[bookmark: _Ref157608695]Figure 4 –Case 3b model training, no spec impact on top of inference
Based on the above discussion, there is no need to consider any other entity than the LMF to generate the ground truth label in Case 3b.
Observation 2: For Case 3b data collection for LMF-sided model, the network entity for the label generation for model training could be LMF.
For the data collection, the use of a quality indicator associated with the measurements has been identified [2]. The quality indicator can be used to acquire measurements for the training which have the same quality as the measurements to be used for inference. One option would be that the quality indicator is reported for the measurements that are sent from the gNB to the LMF. As another option, the quality indicator in forms of a criterion could be signaled to the gNB and can then already be used in the generation process of the measurements, i.e., to discard measurements with poor quality and only report to the LMF the measurements which satisfy the quality indication.
Based on the above discussion we make the following proposal:
Proposal 7: For training data collection for Case 3b, further discuss the approach to indicate or report the quality indicator between gNB and LMF.
Model training for the 2nd priority of Cases 2a/2b 
Case 2a: 
If Case 2a is supported, the training data collection should be done in a similar manner as for Case 1, via UE-side implementation. A 3GPP based approach would be extremely complicated in terms of label generation and label/measurement transfer from the PRUs/UEs to the training entity. Due to the increased air-interface load, however, it is our view that Case 2a should not be studied with highest priority.
Observation 3: Data collection for model training in Case 2a can be done via implementation similarly to the data collection for model training in Case 1.
Case 2b: 
If Case 2b is supported, the training data collection should be done similar to Case 3b, the same type of measurements as for inference would be sent from the PRUs/UE to LMF.  Due to the increased air-interface load, however, it is our view that Case 2b should not be studied with highest priority.
Observation 4: Data collection for model training in Case 2b can be done similarly to the data collection for model training in Case 3b.
Model inference
Model inference for Case 1
For Case 1, as captured in TR 38.843, the UE performs measurements based on PRS and uses them as model input for inference, both for direct and assisted AI/ML positioning. This is illustrated in Figure 5 below. As also for the training, the legacy configuration of PRS can be employed for obtaining the measurements for inference in Case 1.
For Case 1, the input for the UE-side model can be flexibly determined by the UE without any configuration/involvement required from a network-side entity. Given that the measurements for the inference can be collected as well without any additional signaling required for the inference, the inference for Case 1 can be achieved in a spec transparent manner.
Observation 5: For Case 1, the inference can be achieved in a spec transparent manner.
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	(a) Direct positioning model inference phase
	(b) Assisted positioning model inference phase


[bookmark: _Ref134994670]Figure 5 - Case 1 model inference
Model inference for Case 3a
In Case 3a, the LMF determines the position based on the assisting information obtained from inference at the gNB as shown in Figure 6. Measurements at the gNB based on SRS are used as model input. As for the training, the legacy configuration of SRS can be employed for obtaining the measurements for model inference input.
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	Assisted positioning model inference phase


[bookmark: _Ref158154174]Figure 6 - Case 3a model inference
During the study item, timing estimation and LOS/NLOS indicator have been identified as candidate types for model output in Case 3a. Moreover, the measurement report to carry the information from the gNB to the LMF has also been discussed and existing measurement types, e.g., RToA, LOS/NLOS indicator, etc., can be re-used. In our view, these available legacy measurement types and quantities are sufficient as evaluations during the study item have shown. Any potential enhancements, e.g., soft information/high resolution of timing estimation, or even a new measurement report type would need further careful justification.
However, it can be of interest for the LMF to be aware of if the measurement report has been generated by AI/ML or with legacy, for example to know how it can trust the results or how to use them during further processing.
Proposal 8: For the model inference of Case 3a, the legacy reporting for LOS/NLOS indication and/or timing information can be re-used to carry the AI/ML model output(s). 
· Discuss if there is a need to make the LMF aware of that the report has been generated with AI/ML and specify if necessary.
· Other potential enhancements for the measurement reporting would need further justification. 
Model inference for Case 3b
For Case 3b, the LMF infers the position based on SRS measurements that have been generated at the gNB. The legacy configuration of SRS can be employed for obtaining the measurements for model inference input. In Case 3b, reporting of the measurements from the gNB to the LMF is required. This is illustrated in Figure 7 below and should be unified with the measurement reporting for training.
	[image: ]

	Direct positioning model inference phase


[bookmark: _Ref134994592]Figure 7 - Case 3b model inference
For the measurement report that is sent from the gNB to the LMF, two options have been discussed during the study item. The first one is based on time-consecutive sample reporting, e.g. 256 samples consecutive power values would be sent from gNB to LMF. This option would require the introduction of a new reporting type. Another path based measurement type would be to follow the legacy approach to send delay/power information for additional paths. These values can then be converted into a PDP for model input at the LMF side. Evaluations have shown that this reporting concept suffices but the number of additional paths that can be reported might need to be enhanced compared to legacy. When enhancing the number of reported paths, it could also be looked into if any updates on the granularity of the reported delay or power would be necessary. Furthermore, in different environments, it is very likely that for achieving a certain accuracy, the number of paths to be reported as well as their quantization might be different. To not unnecessarily inflict a large reporting overhead, these settings should be configurable by the LMF.
Based on the above discussion. We are making the following proposal.
Proposal 9: For the data collection for training and inference of Case 3b, consider the report of delay/power from gNB to LMF as the starting point.
· Further discuss enhancements on the number and indication of paths to be reported and the quantization for reported delay and power.
Model inference for the 2nd priority of Cases 2a/2b 
Case 2a: 
If Case 2a is supported, the inference should be done in a similar manner as for Case 3a (but obviously with measurements based on PRS and reports from UE to LMF). Due to the increased air-interface load, however, it is our view that Case 2a should not be studied with highest priority.
Observation 6: The model inference for Case 2a can be done in a similar manner as for Case 3a with measurements based on PRS and reports from the UE to the LMF.
Case 2b: 
If Case 2b is supported, the inference should be done similar to Case 3b (but obviously with measurements based on PRS and reports from UE to LMF). Due to the increased air-interface load, however, it is our view that Case 2b should not be studied with highest priority.
Observation 7: The model inference for Case 2b can be done in a similar manner as for Case 3b with measurements based on PRS and reports from the UE to the LMF.
Model monitoring
For the model monitoring, RAN1 could in general consider two entities: the entity which derives the monitoring metric and the entity which makes the monitoring decision. If the entity which derives the monitoring metric is different from the entity that makes the monitoring decision, signaling of the monitoring metric is required from the monitoring metric generation entity to the monitoring decision entity. 
Model monitoring for Case 1
For Case 1, it has been defined that the training will be terminated at the UE-side OTT server, which implies that labels and measurements are available at the OTT server. The monitoring can therefore be carried out by implementation at the OTT server, or labels and measurements could be transferred by implementation to the UE to calculate the monitoring metric.  
As discussed before for Case 1, the data generation entity, training entity, and inference entity are all on the UE-side and hence, there is no clear motivation to have the monitoring decision entity to be on the network side. For Case 1, the entity that generates the monitoring metric and makes the monitoring decision can be the same. In this case, the monitoring metric can be defined by the UE-side itself allowing the UE-side to monitor the performance of its UE-side model.
Proposal 10: For model monitoring in Case 1, the monitoring decision is performed in the same UE-side entity that derives the monitoring metric.
· The monitoring is done in implementation manner and a monitoring metric does not need to be specified.
Model monitoring for Case 3a
For Case 3a, the entity deriving the monitoring metric listed in the TR 38.843 includes the gNB and the LMF. Since the model is trained and controlled by the gNB, the LMF does not have the information about the model inside the gNB. Therefore, we see the monitoring method that could be possible for Case 3a includes at least: gNB calculates the metric and makes the monitoring decision itself. In this case the metric adopted by gNB could be at least implementation. For example, if the model monitoring for Case 3a is not based on the ground truth label, it’s natural that the model input and also the monitoring metric is calculated inside the gNB. On the other hand, if the model monitoring for Case 3a is based on the ground truth label that the gNB obtains itself (e.g. from OAM), it’s natural that the model output and also the monitoring metric is calculated inside the gNB.
Meanwhile, the monitoring requirements may be very different depending on the scenarios. In addition, the final position is computed at the LMF. Thus, it can be beneficial that the LMF provides some assistance information to aid the gNB in computing the monitoring metric and/or making the monitoring decision. For example, the LMF could indicate a threshold criterion as well as the type of metric to the gNB to facilitate the monitoring decision.
For Case 3a we are therefore making the following observation and proposal:
Observation 8: For model monitoring in Case 3a, if needed, the labels can be transferred to the monitoring entity by implementation.
Proposal 11: For model monitoring in Case 3a, further discuss at least the following method:
· The gNB calculates the metric and makes the monitoring decision. Applicable cases may include e.g., the label-free and label-based model monitoring case for Case 3a. 
Proposal 12: The LMF can indicate assistance information, e.g., threshold criterion, to the gNB for the calculation of the monitoring metric or to facilitate the calculation of the monitoring metric and/or monitoring decision at the gNB.
Model monitoring for Case 3b
[bookmark: _Hlk157727027]For Case 3b, the entity deriving the monitoring metric should be the LMF as captured in TR 38.843. As the LMF can collect measurements and has access to the ground truth labels, it is natural to consider the LMF as the entity performing the monitoring decision. Thus, no additional spec impact beyond the support of inference of is required.
Proposal 13: For model monitoring in Case 3b, the entity making the monitoring decision is the LMF, i.e. the model monitoring is performed at the LMF.
Model monitoring for the 2nd priority of Cases 2a/2b 
Case 2a: 
If Case 2a is supported, the monitoring should be done in a similar manner as for Case 3a (but obviously with signaling from UE to LMF). Due to the increased air-interface load, however, it is our view that Case 2a should not be studied with highest priority.
Observation 9: Model monitoring for Case 2a can be done in a similar manner as Case 3a with signaling from the UE to the LMF.
Case 2b: 
If Case 2b is supported, the monitoring should be done similar to Case 3b (but obviously with signaling from UE to LMF). Due to the increased air-interface load, however, it is our view that Case 2b should not be studied with highest priority.
Observation 10: Model monitoring for Case 2b can be done in a similar manner as Case 3b with signaling from the UE to the LMF.
Conclusions
In this contribution, we have discussed the model training, model inference and model monitoring for the positioning case. Based on the discussions, we have the following observations and proposals.
Use Case Prioritization:
Proposal 1: RAN1 follows the WID on the prioritization of use cases, i.e. Case 1/3a/3b are prioritized.
Life Cycle Management Procedure:
Proposal 2: Defer discussion on model-ID based LCM in 9.1.2 until end of Q3/2024, since its necessity still is under discussion in 9.1.3.3 and in RAN2.
Proposal 3: Support functionality-based LCM for UE-side model of Case 1/[2a].
Proposal 4: For the functionality identification LCM for UE-side model of [Case 2a], consider indicating the functionality by the format of the measurement report.
Model Training:
Proposal 5: For Case 1 label generation, prioritize the PRU, while the benefits and necessity to additionally consider UEs remain to be confirmed.   
Proposal 6: For Case 1 data collection for UE-sided model, prioritize the data collection from UE to the UE-side training entity (e.g. OTT server) via spec transparent manner.
· Note: Data collection with network assisted manner bring unnecessary spec effort, and data delivery from 3GPP entity (e.g. LMF) to UE-side training entity is outside the scope of RAN1 discussion.
Observation 1: For Case 3a data collection for gNB-sided model, the network entity for the label generation can be gNB/OAM, and the label can be collected by implementation.
Observation 2: For Case 3b data collection for LMF-sided model, the network entity for the label generation for model training could be LMF.
Proposal 7: For training data collection for Case 3b, further discuss the approach to indicate or report the quality indicator between gNB and LMF.
Observation 3: Data collection for model training in Case 2a can be done via implementation similarly to the data collection for model training in Case 1.
Observation 4: Data collection for model training in Case 2b can be done similarly to the data collection for model training in Case 3b.
Model Inference:
Observation 5: For Case 1, the inference can be achieved in a spec transparent manner.
Proposal 8: For the model inference of Case 3a, the legacy reporting for LOS/NLOS indication and/or timing information can be re-used to carry the AI/ML model output(s). 
· Discuss if there is a need to make the LMF aware of that the report has been generated with AI/ML and specify if necessary.
· Other potential enhancements for the measurement reporting would need further justification. 
Proposal 9: For the data collection for training and inference of Case 3b, consider the report of delay/power from gNB to LMF as the starting point.
· Further discuss enhancements on the number and indication of paths to be reported and the quantization for reported delay and power.
Observation 6: The model inference for Case 2a can be done in a similar manner as for Case 3a with measurements based on PRS and reports from the UE to the LMF.
Observation 7: The model inference for Case 2b can be done in a similar manner as for Case 3b with measurements based on PRS and reports from the UE to the LMF.
Model Monitoring:
Proposal 10: For model monitoring in Case 1, the monitoring decision is performed in the same UE-side entity that derives the monitoring metric.
· The monitoring is done in implementation manner and a monitoring metric does not need to be specified.
Observation 8: For model monitoring in Case 3a, if needed, the labels can be transferred to the monitoring entity by implementation.
Proposal 11: For model monitoring in Case 3a, further discuss at least the following method:
· The gNB calculates the metric and makes the monitoring decision. Applicable cases may include e.g., the label-free and label-based model monitoring case for Case 3a. 
Proposal 12: The LMF can indicate assistance information, e.g., threshold criterion, to the gNB for the calculation of the monitoring metric or to facilitate the calculation of the monitoring metric and/or monitoring decision at the gNB.
Proposal 13: For model monitoring in Case 3b, the entity making the monitoring decision is the LMF, i.e. the model monitoring is performed at the LMF.
Observation 9: Model monitoring for Case 2a can be done in a similar manner as Case 3a with signaling from the UE to the LMF.
Observation 10: Model monitoring for Case 2b can be done in a similar manner as Case 3b with signaling from the UE to the LMF.
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