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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
RAN#102, the WID for Rel-19 NR_AIML_Air work was approved, and the scopes and objectives were agreed  [1]. In summary, Rel-19 NR_AIML_Air includes normative work items and topics for further study. The objectives pertinent to RAN1/RAN2 for the normative work part are as follows. Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



The objectives for the study part pertinent to RAN1/RAN2 are as follows.


Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study.

For CSI compression using two-sided model sub use case, the major concern from Rel-18 discussions is the performance gain and overhead reduction vs. complexity involved in leveraging AI/ML-based approach.   
In this contribution, we share our view on the potential performance improvement alternatives and CSI feedback overhead reduction mechanism for CSI compression using two-sided model sub use case.

AI/ML based CSI feedback compression: performance improvement and CSI feedback overhead reduction
Discussion on performance improvement options
In Rel-18, many companies have studied the performance of AI/ML-based CSI compression and reconstruction sub use case and submitted results. Some high-level observations were drawn based on the submitted results. For comparison with the non-AI/ML baseline approach, e.g., Rel-16 codebook-based, there are multiple performance-related aspects: 
· Through intermediate KPI, i.e., SGCS comparison.
· Through system level performance, i.e., mean and 5% UPT.
· Through CSI feedback overhead reduction.
For system level UPT gain over Rel-16 eType II codebook-based approach, the following high-level summary was drawn and documented in TR 38.843 [2].
· From the perspective of basic performance gain over non-AI/ML benchmark, AI/ML based CSI compression outperforms Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where 
· 0.2%~2%/-0.3%~6%/-4%~6% gains of mean UPT as shown in Figure 6.2.2.8-1 through Figure 6.2.2.8-3 are observed for Max rank 1/2/4, respectively, under RU≤39%.
· 0.1%~4%/-0.5%~10%/-1.8%~12.22% gains of mean UPT as shown in Figure 6.2.2.8-4 through Figure 6.2.2.8-6 are observed for Max rank 1/2/4, respectively, under RU40%-69%.
· 0.23%~9%/-0.2%~15%/-1%~17% gains of mean UPT as shown in Figure 6.2.2.8-7 through Figure 6.2.2.8-9 are observed for Max rank 1/2/4, respectively, under RU≥70%.
From the above summary, the performance gain by leveraging AI/ML-based approach increases when RU increases in terms of mean UPT.
In terms of overhead, the following high-level summary was drawn based on results submitted by companies and is captured in [2].
· From the perspective of CSI feedback overhead reduction over non-AI/ML, AI/ML based CSI compression achieves CSI feedback reduction compared with Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where 4 sources observe the CSI feedback overhead reduction of 10.24%~60%/10%~58.33%/8%~79% for Max rank 1/2/4, respectively, under FTP traffic.
The above observation shows that significant CSI feedback overhead reduction over Rel-16 eType II codebook-based approach is achieved by leveraging AI/ML-based approach.
Observation 1: For CSI compression using two-sided model sub use case, Rel-18 study showed that significant CSI feedback overhead reduction is achieved while gain in mean UPT throughput is moderate by leveraging AI/ML-based approach, compared to Rel-16 eType II codebook-based approach. 
As specified in the WID, RAN1 is tasked to further study performance improvement potentials for CSI compression, companies have suggested considering at least the following options according to some early discussions in Rel-18 study item phase.
· In addition to spatial-frequency, further consider temporal-domain information in the CSI compression sub use case.
· Joint CSI compression and CSI prediction.
· Leverage cell/site specific model(s) vs. generalized model for multiple cells/sites.
For the second option of joint CSI compression and CSI prediction, the performance comparison needs to consider not only the baseline performance but also the performance achieved in Rel-18 for AI/ML-based approach and the aspects would involve both CSI compression and CSI prediction. For CSI prediction, Rel-18 considered UE-side model only, thus there is no performance analysis for NW-side model. To consider whether additional gain can be achieved using AI/ML-based joint CSI compression and CSI prediction, we need to consider the NW-side CSI prediction performance as well at least for training collaboration Type 1: NW-side and training collaboration Type 3: NW-first.
As specified in the WID, the status/progress of this further study on CSI compression sub use case will be check at Sept. 2024 (RAN#105).
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24)

Consider the additional simulation work involved and corresponding result discussions required, our suggestion is not to consider joint CSI compression and CSI prediction in Rel-19 as it would require assessing the CSI prediction performance at NW-side as well.
Observation 2: For the option of joint CSI compression and CSI prediction using two-sided model, performance comparison needs to consider NW-side CSI prediction performance as well, at least for training collaboration Type 1: NW-side and training collaboration Type 3: NW-first.
Proposal 1: For Rel-19 further study on CSI compression using two-sided model use case, do not consider the option of joint CSI compression and CSI prediction, considering the progress checkpoint schedule.  

Discussion on CSI feedback overhead reduction
As discussed in the previous sub-section, Rel-18 study showed significant overhead reduction when leveraging AI/ML-based CSI compression scheme compared to Rel-16 eType II codebook-based approach in general. In Rel-18, companies discussed various quantization options in generating the AI/ML-based CSI feedback to preserve the resolution of the learned compressed CSI representation at device side and these options can be categorized into scalar quantization and vector quantization at high-level. One variant of vector quantization is the CSI look-up table (LUT) based approach, in which the optimal VQ codebook (or CSI codebook) entry is determined according to a defined criterion, e.g., maximizing SGCS between the estimated channel at the device and the entries in the CSI codebook, then the selected CSI codebook index is sent to the gNB as the CSI feedback. In a typical VQ-based approach, CSI feedback is predicted from the CSI encoder and a (vector) quantizer (CSI feedback is one of vectors/entries in the VQ codebook) but this predicted result may or may not be the best entry in the VQ codebook in terms of maximizing the final reconstruction performance, i.e., using the intermediate KPI SGCS. On the other hand, the proposed CSI LUT-based approach can achieve the performance/SGCS upper-bound of the employed corresponding VQ-based approach.  
When we compared the performance using the intermediate KPI, i.e., SGCS and system level KPI, i.e., mean UPT, as discussed in [3], LUT-based approach outperforms typical VQ-based approach in SGCS as shown in the CDF plot (Figure 2.2-1) and it can reduce CSI feedback overhead by > 80% compared to Rel-16 eType II codebook-based approach while achieving similar system level performance, i.e., mean UPT as depicted in Figure 2.2-2 and Table 2.2-1. Based on the observations from our study, CSI LUT-based approach shows good potential in improving performance and reducing CSI feedback overhead at the same time, thus it should be considered as a candidate mechanism for balancing the tradeoff between performance gain (reconstruction accuracy and CSI feedback overhead reduction) and potential complexity involved in leveraging AI/ML based approach(es).Figure 2.2-1: SGCS comparison CDF across various CSI feedback approaches 




Figure 2.2-2: Mean UPT comparison between Rel-16 Type II codebook-based approach and AI/ML-based approach (max rank = 2)


Table 2.2-1: CSI feedback overhead comparison between Rel-16 Type II codebook-based approach and AI/ML LUT-based approach.
	Mean UPT reference point
	Overhead (LUT-based approach)
	Overhead (Rel-16 Type II)
	Reduction

	64.75 Mbps
	26 bits
	155 bits
	129 bits
(83.22%)


Observation 3: For CSI feedback compression sub use case with max rank = 2, when using CSI LUT-based approach (selecting the best entry from vector quantization codebook), AI/ML-based approach with 26 CSI feedback overhead bits achieves a similar Mean UPT as Rel-16 Type II codebook-based approach with ~5.96 times more overhead bits (i.e., ~155 bits), which corresponds to ~83% CSI feedback overhead reduction.
Proposal 2: For Rel-19 further study on CSI compression using two-sided model use case, consider CSI LUT-based approach as one option/mechanism for balancing the tradeoff between performance (reconstruction accuracy and CSI feedback overhead reduction) and potential complexity involved in leveraging AI/ML based approach.
Discussion on the potential of leveraging temporal-domain information in CSI feedback compression
As discussed in sub-section 2.1, considering temporal-domain attributes may be able to further improve the CSI reconstruction accuracy in addition to spatial-frequency information. Figure 2.3-1 depicts the CSI compression and reconstruction operation when leveraging the temporal-domain attributes.Figure 2.3-1: CSI feedback compression and reconstruction by leveraging additional temporal-domain attributes in the input space.

 
To assess the additional performance gain potential by leveraging the additional temporal-domain attributes in the input space on top of the spatial-frequency domain attributes as studied in Rel-18, we performed some initial performance comparison between the spatial-frequency-temporal (SFT) CSI compression scheme and spatial-frequency (SF) CSI compression scheme.
Figure 2.3-2 depicts the SGCS comparison between SF and SFT CSI compression schemes. In the comparison, we integrate additional 3 historical CSI feedbacks in the input space for SFT scheme. For quantization method, the CSI LUT-based approach is applied in both schemes. It can be observed from the figure that SFT approach shows promising result by outperforming SF approach in SGCS consistently for CSI feedback overhead bits of 14 and 15. The relative performance gain of using SFT over SF is ~12.09% for 14 CSI feedback overhead bits and ~10.78% for 15 CSI feedback overhead bits as detailed in Figure 2.3-2: SGCS performance comparison between SF and SFT based CSI compression.


Table 2.3-1: SGCS details for SF and SFT based CSI compression.
	CSI Feedback Overhead
	14 bits
	15 bits

	No lookback baseline (SF)
	0.6142
	0.6299

	With lookback (k=3)
(SFT)
	0.6885
	0.6978

	SGCS gain
	12.09%
	10.78%



Observation 4: For CSI feedback compression sub use case, when integrating temporal-domain attributes as the input to AI/ML model (SFT), ~11 – 12% SGCS performance gain (with LUT-based quantization procedure applied) is observed when comparing to only leveraging spatial-frequency (SF) domain attributes in the input.
Proposal 3: In CSI compression using two-sided model sub use case, consider leveraging the temporal-domain attributes as additional input to the AI/ML model to further improve the AI/ML-based CSI reconstruction accuracy.
Conclusions
In this contribution, we discussed potential performance improvement alternatives and CSI feedback overhead reduction mechanism for CSI compression using two-sided model sub use case and our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Observation 1: For CSI compression using two-sided model sub use case, Rel-18 study showed that significant CSI feedback overhead reduction is achieved while gain in mean UPT throughput is moderate by leveraging AI/ML-based approach, compared to Rel-16 eType II codebook-based approach.
Observation 2: For the option of joint CSI compression and CSI prediction using two-sided model, performance comparison needs to consider NW-side CSI prediction performance as well, at least for training collaboration Type 1: NW-side and training collaboration Type 3: NW-first.
Observation 3: For CSI feedback compression sub use case with max rank = 2, when using CSI LUT-based approach (selecting the best entry from vector quantization codebook), AI/ML-based approach with 26 CSI feedback overhead bits achieves a similar Mean UPT as Rel-16 Type II codebook-based approach with ~5.96 times more overhead bits (i.e., ~155 bits), which corresponds to ~83% CSI feedback overhead reduction.
Observation 4: For CSI feedback compression sub use case, when integrating temporal-domain attributes as the input to AI/ML model (SFT), ~11 – 12% SGCS performance gain (with LUT-based quantization procedure applied) is observed when comparing to only leveraging spatial-frequency (SF) domain attributes in the input.
Proposal 1: For Rel-19 further study on CSI compression using two-sided model use case, do not consider the option of joint CSI compression and CSI prediction, considering the progress checkpoint schedule.  
Proposal 2: For Rel-19 further study on CSI compression using two-sided model use case, consider CSI LUT-based approach as one option/mechanism for balancing the tradeoff between performance (reconstruction accuracy and CSI feedback overhead reduction) and potential complexity involved in leveraging AI/ML based approach.
Proposal 3: In CSI compression using two-sided model sub use case, consider leveraging the temporal-domain attributes as additional input to the AI/ML model to further improve the AI/ML-based CSI reconstruction accuracy.
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