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Introduction
In RAN1 meeting #115, the focuses of the discussions were to 
1) further classify model/functionality identifications and their related LCMs
2) capture the observations about model transfer/delivery.
3) conclude the SI from the RAN1 aspect.
Another item, details on additional conditions, was originally discussed but no agreements were made due to lack of time, as priority was given to important items for wrapping up the SI.
At the end, RAN1 concluded with the following agreements and observations on general aspects [1].
Agreement
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases.

Agreement
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· For model trained at network side, Case y (w/ network-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3gpp network, compared to storing the model outside the 3gpp network, may come with 3gpp network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.

Agreement
Capture the following into the conclusion section of the AI/ML TR
The following aspects have been studied for the general framework of AI/ML over air interface for one-sided models and two-sided models.
· Various Network-UE Collaboration Levels
· Functionality-based LCM and model-ID-based LCM
· Functionality/model selection, activation, deactivation, switching, fallback
· Functionality identification and model identification
· Data collection
· Performance monitoring
· Various model identification Types and their use cases
· Reporting of applicable functionalities/models
· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer and analysis of various model delivery/transfer Cases
The above studied aspects for General Framework can be considered for developing/specifying AI/ML use cases and common framework (if needed for some aspects) across AI/ML use cases.

Remaining issues from meeting #115 and the study phase

RAN1 meeting #115 was the last meeting of this AI for R18, during which the following topics have been identified as items to be further studied in R19.

· [bookmark: _Ref129681832]Further details of over-the-air model identification
· Expanded study for method(s) to ensure consistency between training and inference regarding NW/UE-side additional conditions (if identified) for inference at NW/UE 
· Assessing/monitoring of inactive models
· General framework to support online training, over-the-air training, and model update.
In addition, during RAN plenary meeting #102, the following were identified as study objectives with corresponding checkpoints in RAN#105 (Sept ’24) [2]
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 
· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 
[bookmark: _Hlk110330641]In this contribution, we will address the above remining items from the R18 SI phase and the objectives set for the R19 study phase.

Discussions
In this section, we will cover, 
· model identification, in particular, the necessity of model-ID-based LCMs and types of online model identifications, 
· indication of UE-supported models with different model identification types
· additional conditions associated with model identification, 
· model training
· model transfer/delivery, in particular, determining whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s).
The necessity of model identification 
In the New WID on AI/ML for NR Air Interface [2], the necessity and details of model identification concept and procedure in the context of LCM is listed as one of the study objectives with the check point at RAN meeting #105 (Sep 2024). For this objective, we think the “necessity” part should be studied in RAN1, while the “details” part can be studied in RAN2.
We can look at the necessity issue from two different levels, i.e.,
· are there any use cases/procedures cannot work without model identification/model ID?
· are there any use cases/procedures can be greatly simplified with model identification/model ID?
For the first-level question, the group has identified (agreed by most companies in online and offline discussions) the following two use cases/procedures that will not work without model ID/model identification.
· Pairing of two-sided models
· UE side models with model transfer (from the network)
For the pairing of two-sided models, the TR [3] clearly says,
In CSI compression using two-sided model use case, in order to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspect has been proposed:
· Pairing information can be established based on model identification.
For the UE side models with model transfer from the network, it is obvious that some sort of ID is needed to tell the UE what the model is.
Therefore, we believe, in both cases, model IDs are necessary to differentiate a model from others. Some had argued other types of IDs can be used, such as model pairing IDs in the two-sided model case. In our view, this is just model ID in different names; they are essentially the same in functionality. 
For the second-level questions, companies have also identified some scenarios/procedures where model ID/model identification can be (sometimes highly) beneficial over the history of discussions. These scenarios or procedures include
· to align understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.
· to provide finer granularity, model-level management (activation, deactivation, model switching and etc.) and performance monitoring at NW.
In summary, we think there do exist cases where we cannot achieve certain functions without model ID/model identification, such as in the two-sided model pairing and UE-side model transfer cases. We, therefore, believe it is necessary to introduce the concept and procedure of model ID and model identification, if CSI compression use case is included in R19 normative work after the study phase.
Proposal 1: If CSI compression use case is included in R19 normative work, model ID/model identification concepts and procedures are necessary.

Model Identification Types 
In meeting #113, the following model identification types for UE-side or UE-part of two-sided models have been agreed after intense discussions (the first agreement on the topic of model identification types).
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Because it was not clear to most companies how Type B1 and Type B2 would work, the topic was discussed further in meeting #114 and #114bis, but no further agreements have been made.
As the result of meeting #114bis, the last FL proposal on this topic reads as below (not agreed by the companies yet).
For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration.
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· [bookmark: _Hlk147959253]B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas).
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.
As we can see, the first-level subtypes B1 and B2 have been further broken down to a few second-level subtypes. However, many of the statements are not clear to many companies. For example,
· In B1-1, online model identification is used to identify a model developed offline; how is it different from Type A (offline) model identification?
· In B1-2, the list of parameters and candidate values are not clear and understood unambiguously among companies.
· In B1-4, the group has no agreement saying that a model can be identified by NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas); the mechanism is not clear.
· In B2-2, model identification is messed with indication of data collection/dataset ID. Although we have agreed that a model may be associated with additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side, we have never agreed that models can be identified by dataset IDs.
In meeting #115, after a few rounds of email, offline and online discussions, the group reached the following agreement (the second agreement on the topic of model identification types).
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases.
In this agreement, two of the second-level subtypes of B2, i.e., B2-1 and B2-2, were listed as examples of B2. As we can tell from the meeting #114 discussion, all the second-level sub-types under the first-level sub-types B1 and B2 have been removed, as many companies think it is not necessary to further break down the sub-types under them. 
We think with the two agreements on the model identification types/sub-types, there are still things that are not clear for advancing standard development in the normative phase. Some of them are listed below.
· For type B1, 
· How exactly does the UE “initiate” the model identification process? What information/message is needed and transmitted from the UE to the NW for this initiation? 
· How does the NW “assist” the UE with the “remaining steps”?
· What could be the “remaining steps”?
· For type B2,
· Same as in B1, how exactly does the NW “initiate” the model identification process? What information/message is needed and transmitted from the NW to the UE for this initiation? 
· How does the UE “respond” to the NW with the remaining steps?
· What could be the “remaining steps”?
What is more important, for both type B1 and B2, which entity gets to assign the model IDs? In our understanding, the NW should be authorized to assign model IDs in both cases. It is important for the group to align with this common understanding.
Proposal 2: In both Type B1 and Type B2 model identification cases, NW has the control to assign model IDs, if necessary, to the UE-side or UE-part of two-sided models.
Proposal 3: In both Type B1 and Type B2 model identification cases, clarify the following issues of current agreements on model identification types.
· For type B1, 
· how the UE “initiates” the model identification process, including the mechanism and information transmitted to the NW.
· how the NW “assists” the UE with the “remaining steps”.
· what the “remaining steps” are.
· For type B2,
· how the NW “initiates” the model identification process, including the mechanism and information transmitted to the UE.
· how the UE “responds” to the NW with the remaining steps.
· what the “remaining steps” are.

Indication of UE-supported models with different model identification types
In Section 4.2.2 of the TR [3], on Model Identification, the text reads 
“Once models are identified, at least for Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. 
Note: model identification using capability report is not precluded for type B1 and type B2.”
Here what it says is that using a UE capability report to indicate a UE-supported model is, for sure, applicable to Type A model identification. However, its applicability to model identification Type B1 and B2 requires further discussion. It is our understanding that, once a model is identified (which implies it has been assigned a model ID), it does not matter how it got identified (Type A, B1 or B2). Therefore, given that the group has agreed that UE capability report can be used for Type A to indicate supported AI/ML model IDs, the same approach should be applied to all three types of model identifications, including Type B1 and Type B2. We think using the same mechanism for all model identification types simplifies the standard and makes it cleaner.
Note that in the original agreement from meeting #114 [4], there was an FFS saying “Using a procedure other than UE capability report (for the indication of supported models)”. This FFS was not addressed before R18 ends and it was not reflected in the TR [4]. If we can adopt the UE capability report approach to indicate supported models for all types of model identifications, we don’t need to worry about the FFS being removed without further study.
Proposal 4: Once a model is identified, if necessary, via Type A, Type B1 or Type B2, UE capability report can be used for indicating the supported AI/ML model IDs at UE.

 Additional conditions
This topic has been heavily discussed/debated for 3~4 meetings with limited agreements achieved. The agreements include 
1) the definition of additional condition, 
2) the two different categories of additional conditions (NW-side vs UE-side), and
3) the options for aligning NW-side conditions to the UE.  
These agreements have been captured in the TR [3] and quoted below.
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: the possibility that different approaches can achieve the same function is not denied
We believe the concept of additional condition and its use in the field are valuable to study, especially for the models that are not generalized well for different scenarios/conditions, and/or the UEs with limited internal resources. 
In real systems, the applicability of a functionality/model at UE may change over time. This may be caused by the site-, scenario- and/or dataset-specific models trained at the NW side and deployed to the UE side; when the NW-side conditions change, the UE side may need to switch to matching functionality/model that was trained under the new conditions. Additionally, UE’s memory usage, battery status, or any other hardware limitations and temporary unavailability of a model (e.g., time to download a model upon transparent model switching) may also affect the applicability of a functionality/model. 
In the SI phase (R18, RAN1 meeting #113 [5]), we agreed to study the way to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled feature, but we have not agreed on any additional conditions that are to be studied, such as scenario/site/datasets information from the NW side. We believe these environmental conditions such as scenarios, sites, and datasets should be studied at a case-by-case manner because different use cases or models will have different requirements for them. In addition, how UEs will interpret and use this information is not clear either at this stage.
Based on the discussion above, we believe that, from this meeting onward (or next the meeting for RAN2), we should work on the following aspects of additional conditions.
1) Identify and justify the additional conditions for each (sub) use case in RAN1, especially the NW-side additional conditions.
2) Study the signalling mechanisms for communicating the additional conditions, if identified and justified, from one side to the other in RAN2.
Proposal 5:  Identify and justify the additional conditions for each (sub) use case, especially the NW-side additional conditions. The information is then submitted to RAN2 for the development of signaling mechanisms, if identified and justified. 

Model transfer/delivery
In the TR [3], on model transfer/delivery, it states that 
“Whether there is a need to consider standardized solutions for transferring/delivering AI/ML model(s) is unclear from the outcome of the present study.”
Therefore, in the R19 WID [2], model transfer/delivery is listed as one of the study objectives with the following description.
“Determine whether there is a need to consider standardized solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study.” 
In our view, the benefit of doing model transfer/delivery via standardized solutions may be marginal while the complexity of the work and standard overhead may be high. 
We first look at the potential benefits of model transfer/delivery. As agreed in meeting #115, 
Model delivery/transfer to UE may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the model complexity, and to reduce the device storage requirement. 
That says, even for this specific case, the potential benefits of over-the-air model transfer/delivery is not so sure.
We then look at the complexity of the issue and potential standard overheads. When designing a model transfer/delivery mechanism, there are at least following aspects to consider.
· What standard plane should the mechanism base upon, the Control Plane or the User Plane?
· What entity is appropriate for transferring/delivering models, gNB, CN, LMF, OAM, or OTT? Note factors such as storage space, the choice of CP or UP, reliability and latency requirements, and other factors will affect the determination/selection of model transfer/delivery entities.
· What existing signalling procedure can be used/extended for model transfer/delivery, the RRC signalling, NAS signalling, LMF signalling, or something else?
· How will model size (especially large-size models) and other transfer/delivery QoS (such as latency etc.) affect the choice of transfer/deliver entity, CP vs UP, and signalling mechanisms mentioned above?
· What standard impacts may be associated with each of the model transfer/delivery options? For example, if gNB and UP are chosen to work together, the issue would be that PDU session termination at gNB is not supported in current standard.
· Should the model transfer/delivery be reactive (UE downloads from NW whenever necessary) or proactive (models are pre-download to the UE)?
· What model format should be used for transfer/delivery, proprietary or open format? Note that proprietary model format may cause interoperability issues among different vendors.
Therefore, when considering the complexities/overheads of standardized model transfer/delivery, we have difficulty justifying the potential benefits of doing it. In fact, using the OTT approach (3GPP transparent) will help to avoid many of the issues listed above and bring no obvious, unacceptable disadvantages over other standard-based approaches.
Proposal 6: R19 to adopt a standard-transparent approach (such as the OTT approach) for model transfer/delivery.

[bookmark: _Hlk99709641]Conclusions
In this contribution, we continued to present our views on model/functionality identifications and life cycle managements. We also reviewed remaining issues of this SI phase. Based on the discussions in the previous sections, our proposals are as follows.  
Proposal 1: If CSI compression use case is included in R19 normative work, model ID/model identification concepts and procedures are necessary.
Proposal 2: In both Type B1 and Type B2 model identification cases, NW has the control to assign model IDs, if necessary, to the UE-side or UE-part of two-sided models.
Proposal 3: In both Type B1 and Type B2 model identification cases, clarify the following issues of current agreements on model identification types.
· For type B1, 
· how the UE “initiates” the model identification process, including the mechanism and information transmitted to the NW.
· how the NW “assists” the UE with the “remaining steps”.
· what the “remaining steps” are.
· For type B2,
· how the NW “initiates” the model identification process, including the mechanism and information transmitted to the UE.
· how the UE “responds” to the NW with the remaining steps.
· what the “remaining steps” are.
Proposal 4: Once a model is identified, if necessary, via Type A, Type B1 or Type B2, UE capability report can be used for indicating the supported AI/ML model IDs at UE.
Proposal 5:  Identify and justify the additional conditions for each (sub) use case, especially the NW-side additional conditions. The information is then submitted to RAN2 for the development of signaling mechanisms, if identified and justified. 
Proposal 6: R19 to adopt a standard-transparent approach (such as the OTT approach) for model transfer/delivery.
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