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[bookmark: OLE_LINK1]Introduction
In RAN#94e, AI/ML for NR SI was agreed to be studied for Rel-18 AI/ML NR [1].  Following sub-use cases in the SID aim to study the feasibility and potential specification impacts in RAN1. The details of the objective are shown in below.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


In this contribution, we discuss technical aspects and potential specification impacts on AI/ML for CSI feedback enhancement.
[bookmark: OLE_LINK45][bookmark: OLE_LINK46]AI/ML-based CSI compression sub-use case
[bookmark: _Toc423020280][bookmark: _Ref37339923]Training collaboration
In previous RAN1 meetings, RAN1 has discussed the pros and cons on all the types of AI/ML model training collaborations for the AI/ML-based CSI compression. As agreed in RAN1#110, three types of training collaborations have been discussed for the training collaboration in CSI compression using two-sided model use case, as seen followings:
	In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


In RAN1#112 meeting, the following aspects for each training procedure were agreed for further study as seen in below table.
	Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 



With agreements and conclusion in previous RAN1 meetings, in RAN1#114bis the following table has been agreed for the pros/cons of training collaboration type 1, while there are still remaining FFSs that should be concluded in this RAN1 meeting to finalize the SI in time, and it is highlighted by yellow colour in Table 1.
[bookmark: _Ref149899759]Table 1. Brief comparison of the training type 1 for two-sided model
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

   

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

  



	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
	FFS
	FFS
	FFS

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
FFS

	
FFS

	
FFS

	
FFS


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

FFS

	

FFS

	

FFS

	

FFS


	Whether training data distribution can match the inference device
	Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


· Feasibility of allowing UE side and NW side to develop/update models separately: With unknown model structure at UE, NW side can perform the Type 1 joint training with common CSI generation part model. Otherwise, if it is not fully agnostic, some coordination between vendors should be required and it would result in non-trivial co-engineering efforts. Moreover, in case a UE perform the Type 1 joint training with unknow model structure at NW, UE side can also perform the Type 1 joint training with common CSI reconstruction part model. Otherwise, if the Type 1 joint training at UE side is performed with know model structure at NW, it also results in non-trivial co-engineering efforts.
· “Extendibility:…” for both UE side and NW side: we think it can be supported since in case of Type 1 UE side model training, it is possible for a UE to perform the new UE side model training with the CSI reconstruction part model in use at NW in order to be compatible each other. Also, similarly when a new NW side model (i.e., CSI reconstruction part model) is trained with a UE side model in use based on Type 1 training, the NW can perform the Type 1 training for the new NW side model using the UE side model in use at UE side. Accordingly, it can be supported.
Proposal 1	For CSI compression using two-sided model use case, the following remaining parts in the table are considered to capture the pros/cons of training collaboration Type 1 
	 Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible
	Infeasible
	Feasible
	Infeasible

	…
	…
	…
	…
	…

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	Yes
	Yes



Performance monitoring
The performance monitoring should be performed to ensure availability of AI/ML model. Following agreements are related to performance monitoring as discussed in previous RAN1 meetings:
	Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection 
 
Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.


As shown in above table, there are several performance monitoring metrics/methods in CSI compression. For performance monitoring metric, the Intermediate KPI can be used to purely monitor the model performance without further consideration of different aspects such as interference, while for eventual KPI (e.g., throughput, SNR, ACK-NACK, BLER) based monitoring method it is difficult to clearly identify the reason of model performance change for example whether the issue is corresponding to either validity of model or interference in wireless channel. In addition, the eventual KPI based monitoring method has low complexity and no additional signaling overhead for monitoring data collection. Accordingly, it can firstly be considered to monitor the model performance in gNB and then if necessary/triggered, the intermediate KPI based method may be further considered to identify the reason of AI model performance change. It is because the intermediate KPI can well capture the temporal performance degradation of AI model. So, once the AI model validity failure is immediately identified during the AI model monitoring procedure by using the intermediate KPI, the AI model can be changed or fallback to legacy CSI operation.
There could be at least two different monitoring approaches at NW side or UE side. In case of NW side monitoring, a UE need to report the AI-based CSI feedback and the ground truth CSI for the comparison between the reconstructed CSI and the quantized ground truth CSI in NW side. It seems the overhead of reporting from the UE will further increase on top of AI-based CSI feedback, which at least impacts to spectral efficiency and usage of radio resources. When considering the model monitoring evaluation results as seen in [4], the new target CSI format with higher resolution is required to obtain sufficient good monitoring performance. So, if RAN1 decide to support using target CSI from UE side, it needs to be specified on design on the new CSI format to provide high resolution target (ground-truth) CSI together with the UE-part model output. In addition, given that there could be the quantization error to report the ground truth CSI which will result in the inaccuracy of performance monitoring, the potential performance impacts should be also considered.
Observation 1	It should be considered to introduce high resolution target CSI from UE side to enable NW side performance monitoring for the two-sided CSI compression
Meanwhile, there is other case to perform NW side monitoring based on the output of a proxy model at the NW side, where the proxy model directly outputs an intermediate KPI indicating the model performance. It seems that the proxy model deployed at gNB side provides the network system with an advantage not to require the feedback from UE side e.g., target CSI. That is, the proxy model outputs directly intermediate KPI by inputting output CSI derived from decoder model at gNB. However, we think it is concerned how to guarantee reliability of the monitoring performance based on the proxy model and thus, UE side should provide the target CSI along with the necessary information exchange when training the proxy model. So, it should be evaluated the performance of the proxy model and UL signaling overhead including the frequency of proxy model training.
Observation 2	The proxy model-based performance monitoring method at gNB should be evaluated considering monitoring performance, UL signaling overhead and additional model LCM overhead for the proxy model, compared to the performance monitoring method based on target CSI reporting from a UE side

For UE side monitoring, since a UE need to receive the reconstructed CSI from NW, this approach has also signaling overhead issues and quantization error performed at NW for indication of the reconstructed CSI. And since the NW has to know the monitoring results performed at UE side, the UE has to report it which will further increase the signaling overhead compared to that of NW side monitoring. When considering larger signaling overhead and less reliable performance monitoring results of two-sided CSI-compression AI/ML model, the UE side monitoring will result in very challenging and may not be feasible in practice, compared to the AI model performance monitoring at NW side monitoring approach.
Proposal 2	It is proposed to prioritize the NW side monitoring for performance monitoring of CSI compression

Data collection
In RAN1#112, there were some agreements related to the data collection [3]. Firstly, we need to discuss how the data collection from NW and UE side and delivery of the dataset are performed. For the network/UE side data collection, how to gather the data set with high quality is one of important aspects to improve the performance of the AI/ML model as well understood. For CSI compression-based AI/ML, enhanced CSI-RS can be considered for the data collection to generate dataset with accurate ground-truth CSI as samples. The possible enhancements on top of the current CSI-RS configurations can be found by setting higher power CSI-RS, different CSI-RS resources in time/frequency domain or flexible CSI-RS transmission and reporting scheme. These enhancements to collect dataset with higher quality like more accurate ground-truth CSI should be performed for the training data collection which may not cause negative impacts such as additional overhead or reduced Tx power of other channels. So, during the training data collection, such enhanced CSI-RS to calculate the CSI as the label and normal CSI-RS for the CSI as the model input can be used for model training so that the input CSI measured from normal CSI-RS can map to a CSI measured from enhanced CSI-RS with higher CSI resolution. Accordingly, it can be considered that separate CSI-RS resources/report configurations are needed to enable the model training efficiently.
Proposal 3	For the network/UE side data collection, separate CSI-RS resources/report configurations can be considered for improved model training/performance monitoring and thereby derive the CSI with high resolution by inputting the CSI with low resolution
For training collaboration type 3, additional dataset needs to be delivery from NW to UE in NW first training, and from UE side to NW side in UE first training. 
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
        Scalar quantization for ground-truth CSI
       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
        Codebook-based quantization for ground-truth CSI
       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.


For NW side data collection for the model training, agreement in above was made mainly for the data sample formats with either the scalar quantization or the codebook-based quantization for ground-truth CSI. When considering L1 and/or L3 signaling (e.g., RRC signaling) is applicable to monitoring data collection or training data collection, both the scalar quantization and the codebook-based quantization can be supported for the model monitoring purpose, while the codebook-based quantization may be supported only for the model monitoring purpose, since it may allow reporting UCI on PUSCH as L1 signaling, which leads to fast ground-truth CSI reporting for NW side data collection, and the model monitoring should recognize AI/ML model failure rapidly.
Regarding the number of layers for the ground-truth data, during offline training, a gNB may determine the number of rank and the index of layer for ground-truth CSI, which is different from legacy operation performed by UE. For model training in gNB side, which layer to feedback can be relied on various aspects including layer specific/common or rank specific/common model design, and the ground-truth CSI data from multiple UEs where they are designed differently including various algorithm designs (e.g., for RI or PMI determination) would be useful at least for training in NW perspective. 
For the any processing before scalar quantization, a processing at least including phase rotation can be adopted for first element of each eigen-vector to adjust the phase value of first element, so that it may affect to data collection format to be more efficient for data collection procedure since it does not need to be reported through the data collection format. However, it should be firstly justified by performance evaluation before further discussion.
Proposal 4	It would be beneficial for NW to determine the number of layers for the NW side data collection of ground-truth CSI for model training

Discussion on other open issues
During previous RAN1 meetings, companies agreed to further study potential specification impact of AI/ML based CSI compression based on existing legacy CSI feedback signaling framework including UCI format, codebook subset restriction, CSI configuration and report, etc., as agreed in RAN1#113 below. 
	RAN1#113
Agreement
In CSI compression using two-sided model use case, for the study of UCI format, consider the legacy CSI reporting principle with CSI Part 1 and Part 2 as a starting point, where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1.

Agreement
In CSI compression using two-sided model use case, further study the feasibility of at least the following methods to support codebook subset restriction: 
· input-CSI-NW/output-CSI-UE is in angular-delay domain, beam restriction can be based on legacy SD basis vector-based input CSI in angular domain. 
· FFS amplitude restriction
· FFS if input-CSI-NW/output-CSI-UE is in spatial-frequency domain  

Agreement
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  
· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.
· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  


Regarding CSI reporting configuration, depending on the implementation and AI/ML model performance improvements, there are some needs to configure more than one CSI generation parts at a UE side, and each may support different size of CSI feedback. Also, in network perspective, multiple CSI reconstruction parts/models should be implemented to address the various size of CSI feedback from UEs. Accordingly, it is preferred to provide more flexible and extensible AI-CSI configurations but, in some cases, it is also desirable to restrict CSI feedback-based AI/ML model similar with legacy CSI configurations. For the determination of CSI payload size, it is preferred to consider the determination via UE based on the AI-CSI configurations provided by a NW because the UE can exactly know actual channel condition and situation by the UE channel measurement. So, the UE has to reports the related information such as determined CSI payload set ID or model type ID for UE determination/reporting of the actual CSI payload size.
Proposal 5	For CSI compression using two-sided model sub-use case, following CSI reporting related configurations can be at least considered for AI/ML based approaches:
· The maximum CSI payload size 
· Set of actual CSI payload size with payload set ID or AI model type ID
· Quantization type/ID with parameters
· Number of subbands, Number of CSI-RS antenna ports / antenna panel dimensions
· Rank restriction
· LCM type information
	RAN1#114bis:
Agreement
· In CSI compression using two-sided model use case, for CSI report format, when output-CSI-UE and input-CSI-NW is precoding matrix, CSI part 1 includes at least CQI for first codeword, RI, and information representing the part 2 size. CSI part 2 includes at least the content of CSI generation part output. 
· Other CSI report formats are not precluded


For the study of UCI format, it was agreed to consider the legacy CSI reporting principle with CSI Part 1 and Part 2 as a starting point. The CSI feedback for AI/ML based CSI compression can be divided by several parts depending on what AI CSI contents/fields are firstly defined. So, it may be quite various parts consisting of AI-CSI contents/fields e.g., ground-truth CSI, raw channel information, channel eigenvector/eigenvalue and so on., for example, CSI part 2 which has variable size as in legacy CSI reporting, while some other information e.g., RI, CQI can be included in Part 1 as agreed in above table [5]. Accordingly, the UCI format related discussion should be based on the decision of what AI/ML based CSI contents/fields should be supported firstly.
Proposal 6	For CSI compression using two-sided model sub use case, it should be considered to introduce new or modified type of CSI part(s) accommodating AI/ML specific CSI contents/fields
[bookmark: _Hlk142487288]For handling the potential CSI collision issue, the CSI report priority rule has been specified in legacy NR specification with the CSI reporting periodicity with the corresponding physical channels (aperiodic, semi-persistent or periodic; PUSCH or PUCCH), CSI contents, serving cell ID and report configuration ID. If AI/ML based CSI reporting is introduced on top of legacy CSI reporting, it should be discussed how to handle the potential CSI reporting collision across AI-CSI reporting and/or legacy CSI reporting. There could be two alternatives as followings:
· Alt 1: Separate AI CSI priority rule for AI CSI report
· Alt 2: Modified CSI priority rule shared between AI-CSI report and legacy CSI report
Alt 1 assumes that legacy CSI reporting is always higher priority than AI CSI reporting. That is, if legacy CSI reporting is overlapped with AI CSI report on at least one or more than one OFDM symbols then AI CSI reporting would be dropped or delayed because legacy CSI reporting should be directly used for data scheduling purpose as important channel status information than that of AI-CSI reporting and also AI-CSI reports may have less tight reporting requirements than that of legacy CSI reporting in terms of latency e.g., training purpose. For Alt 2 on AI CSI priority rule, legacy CSI priority rule can be modified by adding new priority value. So, AI-CSI related contents should be studied on the priority level together with legacy CSI priority values at a starting point.
[bookmark: OLE_LINK2][bookmark: OLE_LINK3]Proposal 7	For CSI compression using two-sided model sub use case, both AI-CSI collision and legacy CSI collision can be handled by defining new AI-CSI priority rule considering the AI-CSI reporting periodicity and physical channels, AI-CSI contents, serving cell ID and report/model configuration IDs as a starting point
For CSI omission issue, the legacy CSI omission method has been specified to avoid unnecessary AI-CSI drop when UL transmission resources are not sufficient for the AI-CSI reporting. Then, some CSI contents with low priority may be omitted in the UL transmission with CSI reporting while the overall CSI reporting is not dropped. In case of the AI/ML based CSI reporting, we need to discuss the same issue (i.e., AI-CSI omission) for the AI-CSI reporting. It is because the legacy CSI omission method cannot directly be reused, and the AI-CSI contents for the AI CSI reporting would not be same as legacy CSI contents. Moreover, since the quantization procedure is required for the AI/ML based CSI compression which has purpose to adjust AI-CSI payload size, it is well aligned with the purpose of CSI omission. Thus, it is necessary that the AI-CSI omission method may be studied with discussion on the quantization method. For example, if the quantization method is adaptively adjusted for the quantization resolution level (e.g., quantization output size and the number of bits in case of scalar quantization) then, it can be considered that the AI-CSI omission method with new prioritization rule is defined considering the AI-CSI contents with the quantization resolution level.
Proposal 8	For the AI-CSI omission issue, it is proposed to discuss the AI-CSI omission method with new prioritization rule at least based on AI-CSI contents and the quantization scheme
Conclusion
In this section, we summarize our proposals on AI/ML for CSI feedback enhancement as follows:
Proposal 1	For CSI compression using two-sided model use case, the following remaining parts in the table are considered to capture the pros/cons of training collaboration Type 1
Proposal 2	It is proposed to prioritize the NW side monitoring for performance monitoring of CSI compression
Proposal 3	For the network/UE side data collection, separate CSI-RS resources/report configurations can be considered for improved model training/performance monitoring and thereby derive the CSI with high resolution by inputting the CSI with low resolution
Proposal 4	It would be beneficial for NW to determine the number of layers for the NW side data collection of ground-truth CSI for model training
Proposal 5	For CSI compression using two-sided model sub-use case, following CSI reporting related configurations can be at least considered for AI/ML based approaches:
· The maximum CSI payload size 
· Set of actual CSI payload size with payload set ID or AI model type ID
· Quantization type/ID with parameters
· Number of subbands, Number of CSI-RS antenna ports / antenna panel dimensions
· Rank restriction
· LCM type information
Proposal 6	For CSI compression using two-sided model sub use case, it should be considered to introduce new or modified type of CSI part(s) accommodating AI/ML specific CSI contents/fields
Proposal 7	For CSI compression using two-sided model sub use case, both AI-CSI collision and legacy CSI collision can be handled by defining new AI-CSI priority rule considering the AI-CSI reporting periodicity and physical channels, AI-CSI contents, serving cell ID and report/model configuration IDs as a starting point
Proposal 8	For the AI-CSI omission issue, it is proposed to discuss the AI-CSI omission method with new prioritization rule at least based on AI-CSI contents and the quantization scheme
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