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1 [bookmark: _Hlk140767016]Introduction
LS from SA2 [1] was received, in which, SA2 asked RAN1 and other working groups of RAN whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. Moreover, SA2 would like to receive a reply at the latest by the December plenary meetings for Rel-19 work scope discussion.

	1. Overall Description:
SA WG2 and TSG SA are discussing, in the context of the draft (not yet approved) rel.19 "SID on Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML)", the working task #1 as captured in S2-2310034 (endorsed as the baseline for further work at SA2#158), which is still undergoing discussion in SA2. 

The WT contains the following NOTE 

"Whether SA2 will study WT1 and the content of WT1 will depend on and follow RAN study and conclusions. WT1 and associated TUs will be revised to align to RAN study conclusions, when RAN reaches such conclusions."

SA WG2 is asking TSG RAN and RAN WGs (in TO above) to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings. 

2. Actions:
To RAN1, RAN2, RAN3, TSG RAN: 
ACTION: 	SA WG2 kindly asks RAN1, RAN2, RAN3 and TSG RAN to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings.



The above captures SA2’s queries regarding whether there are SA2 requirements to support AI/ML for air interface and NG-RAN. Moreover, the draft SID [2] as captured in the below consists of sub-work tasks of WT#1, i.e., WT1.1. to WT.1.5. 

	-	WT#1: AI/ML cross-domain coordination aspects
· Study enhancements to support AI enabled RAN based on conclusions of the RAN study. The WT will discuss whether and how to support the cross domain (i.e. UE, RAN, 5GC, OAM and AF) collaborative AI/ML mechanisms to support the UE, the RAN, the 5GC and the AF for the aspects described by the work tasks below. The WT will also discuss interaction/coordination with RAN to support the AI enabled RAN framework:  
 
-	WT1.1 – Study enhancements to UE data collection framework. Study whether and how to enhance UE data collection framework to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. Regarding the radio related data collected from UE or RAN, e.g, channel status information and beam information, the WT will also discuss the data leakage from the operator's domain which should be avoided.
-	WT1.2 – Study 5GC support for AI/ML model and information sharing with the UE. Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the data leakage from the operator's domain which should be avoided.
-	WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2. 
· WT1.4: Study whether and how to support interaction/coordination with RAN3 to support the AI enabled NG-RAN framework (i.e. AI/ML for NG-RAN in Rel-18). Work will be based on possible requirements from RAN3. 
· WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.
NOTE A: The work will not modify the architectural principle that a service-based architecture only applies for 5GC.
NOTE B: Whether SA2 will study WT1 and the content of WT1 will depend on and follow RAN study and conclusions. WT1 and associated TUs will be revised to align to RAN study conclusions, when RAN reaches such conclusions. 
NOTE C: Further alignment with SA5 for the AI/ML Functional framework may be required.
NOTE D: security aspects are in the scope of SA3, however architectural aspects related to security enhancements will be discussed in this WT.
NOTE E: The model management will follow the framework as defined by RAN.




As the sub-work tasks are related to different aspects and features of the AI/ML for air-interface, in the below we provide our views for sub-work tasks related to RAN1, i.e, WT1.1. WT 1.2, WT 1.3 and WT 1.5. 

2 RAN1’s Reply 
2.1 Regarding Data Collection Framework (WT 1.1)

	WT1.1 – Study enhancements to UE data collection framework. Study whether and how to enhance UE data collection framework to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. Regarding the radio related data collected from UE or RAN, e.g, channel status information and beam information, the WT will also discuss the data leakage from the operator's domain which should be avoided.




	Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.



Moreover, the following is captured in each use case regarding data. 
	For CSI compression:
Agreement
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information

Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.

CSI prediction
Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.


For beam management:
Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.


Observation
Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following reporting signaling for beam-specific aspects maybe applicable: 
· L1 signaling to report the collected data 
· Higher-layer signaling to report the collected data 
· At least not applicable to AI/ML model inference
· Note1: higher layer signaling design is up to other WG(s)
· Note2: Whether each signaling applicable to each LCM purpose is a separate discussion
· Note3: The legacy signaling principle (e.g. RSRP reporting for L1) can be re-used


For positioning
Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305

Agreement
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 
· UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· Note: user data privacy needs to be preserved



Observation #1: RAN 1 only considered data collection in RAN, e.g., via L1-signaling or higher layer signalling, without considering UE data collection for 5GC except for positioning in which data collection from/to LMF is considered. 
Observation #2: From RAN 1’s perspective, no requirements has been identified for SA2 to further enhance UE data collection framework. 
Proposal#1: RAN1 to reply to SA2 with the following regarding requirements for data collection
· RAN 1 only considered data collection in RAN, e.g., via L1-signaling or higher layer signaling, without considering UE data collection for 5GC, except for positioning use case in which data collection from/to LMF is considered.
· RAN1 has not identified any aspect that requires SA2 to further enhance data collection framework. 

2.2 Regarding Model Transfer/Delivery (WT 1.2)

	WT1.2 – Study 5GC support for AI/ML model and information sharing with the UE. Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the data leakage from the operator's domain which should be avoided.



RAN1 described model transfer as shown in the below working assumption, as a delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signalling. Moreover, various cases for model delivery/transfer are considered based on training location, storage location, and model delivery/transfer format combinations. 


	Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.




Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 



Observation#3: For model delivery/transfer cases:
· For case y, the model storage locations is outside 3GPP network.
· For cases z1-z5, the model storage location is in 3GPP network, RAN1 has not made distinction whether 3GPP network mean gNB or 5GC.  
Regarding the benefits of model transfer/delivery the following observations were captured. 
	Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.


In the captured observations, it is clear that RAN1 has not reached to conclusion regarding the feasibility of model transfer and delivery. 
Observation#4: For model delivery/transfer cases, RAN1 has not made conclusion on feasibility of model transfer/delivery. 

Proposal#2: RAN1 to inform SA2 that 
· there is no conclusion in RAN1 on feasibility of model transfer/delivery. 
· RAN1 has not identified any aspect that requires SA2’s enhancement for model transfer/delivery. 

2.3 Regarding Model Identification and Model Management (WT 1.3)
WT 1.3. regarding model identification and management is captured below.

 RAN1 described model identification as below and considered different cases of model identification.WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2.

	Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.


In the above, it is captured the model identification is categorized for identification via over-the-air signalling or without-over-the-air signalling. 
Observation #5: RAN1 categorized model identification in two categories: Type A identification without over-the-air signalling and Type B model identification via over-the-air signalling. 
Moreover, RAN1 made the following agreements and observations on the applicability/usage and feasibility of model identification. 
	Agreement

· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.




Observation#6: For model identification types, RAN1 has not made conclusion on the feasibility and necessity of model identification types.
Proposal#3: RAN1 to inform SA2 that RAN1 has not identified aspects that require SA2’s support regarding model identification.  

2.4 Regarding whether and how to consider enhancements to LCS to support AI/ML based Positioning. (WT 1.5)· WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.


RAN1 has studied the potential specification impact (but mainly from RAN1 perspective) for support AI/ML based Positioning. There was no actual discussion/conclusion on the potential impact to LCS description from RAN1. In our understanding, such impact should reply on the actual functions/operations to be supported for AI/ML based Positioning.
Proposal 4: RAN1 has not discussed/concluded the impact to LCS function. 
3 Conclusion
In this contribution the following observation and proposals are made. 
Observation #1: RAN 1 only considered data collection in RAN, e.g., via L1-signaling or higher layer signalling, without considering UE data collection for 5GC except for positioning in which data collection from/to LMF is considered. 
Observation #2: From RAN 1’s perspective, no requirements has been identified for SA2 to further enhance UE data collection framework. 
Proposal#1: RAN1 to reply to SA2 with the following regarding requirements for data collection
· RAN 1 only considered data collection in RAN, e.g., via L1-signaling or higher layer signaling, without considering UE data collection for 5GC, except for positioning use case in which data collection from/to LMF is considered.
· RAN1 has not identified any aspect that requires SA2 to further enhance data collection framework. 
Observation#3: For model delivery/transfer cases:
· For case y, the model storage locations is outside 3GPP network.
· For cases z1-z5, the model storage location is in 3GPP network, RAN1 has not made distinction whether 3GPP network mean gNB or 5GC.  
Observation#4: For model delivery/transfer cases, RAN1 has not made conclusion on feasibility of model transfer/delivery. 
Proposal#2: RAN1 to inform SA2 that 
· there is no conclusion in RAN1 on feasibility of model transfer/delivery. 
· RAN1 has not identified any aspect that requires SA2’s enhancement for model transfer/delivery. 
Observation #5: RAN1 categorized model identification in two categories: Type A identification without over-the-air signalling and Type B model identification via over-the-air signalling. 
Observation#6: For model identification types, RAN1 has not made conclusion on the feasibility and necessity of model identification types.
Proposal#3: RAN1 to inform SA2 that RAN1 has not identified aspects that require SA2’s support regarding model identification.  Proposal 4: RAN1 has not discussed/concluded the impact to LCS function. 
[bookmark: _GoBack]Proposal 4: RAN1 has not discussed/concluded the impact to LCS function.
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