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Introduction
In RANP#101, a decision was made to extend RAN1 study on AI/ML for NR air-interface in 4Q 2023. Remaining issues to be resolved in this period are captured below as indicated in the SR [1]:
	2.1.2	Remaining Open issues
· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis
· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism
· Close the loop with RAN2 and RAN4 on any pertinent item:
· Finalize RAN2 LS reply (Part 2)
· Finalize TR: 
· Get notation uniform across use cases. 
· General Framework finalization incl. applicability of some of the agreements made for specific use cases to the general framework. 
· General clean-up, e.g., stating conclusion or lack of conclusion on a number of study areas.
· Conclusions and recommendations


This contribution discusses on the remaining issues on AI/ML for CSI feedback enhancement.
Discussion
Pros/Cons of training collaboration types for CSI compression
 In the RAN1#114 bis meeting, it was discussed on Pros/Cons of training collaboration types and some progress was achieved. However, there are still some FFS to be determined. Following tables are the outcome of discussion on Pros/Cons of training collaboration types in RAN1#114 bis [2]. 

		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios.

Not flexible for UE defined scenarios unless UE assistance information is supported and available.
	Flexible except for UE defined scenarios.

Not Flexible for UE defined scenarios unless
UE assistance information is supported and available.
	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.
	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available. 

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes
	UE: Yes
gNB:less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
Less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
	FFS
	FFS
	FFS

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)
	Yes
	Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)
	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	No
	No
	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
FFS

	
FFS

	
FFS

	
FFS


	Extendibility: To train new NW-side model compatible with UE-side model in use
	FFS
	FFS
	FFS
	FFS

	Whether training data distribution can match the inference device
	Limited
	
Limited

	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No for UE
	Yes 
	No for NW
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first (note 1)
	NW first
	UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus

	[Semi] flexible except for UE defined scenarios. (note x1)

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.
	[Semi] flexible except for NW defined scenarios (note x1).

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible
	No consensus.
	Semi-flexible
	Semi-flexible.

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	FFS
	Feasible.
	Feasible

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes.
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support (note x2)
	Support

	Whether training data distribution can match the inference device
	No consensus
	Yes for UE-part model,
Limited for NW-part model.
	Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Note x5: 1 to many joint trainings is assumed.

  In this subsection, remaining FFS parts are discussed. 
· Feasibility of allowing UE side and NW side to develop/update models separately
· For Type 1 NW side and UE side training, 
· For unknown model structure at UE (NW), NW (UE)-side can be allowed to develop/update of model separately, as it does not require collaboration between NW and UE. 
· For known model structure, due to some restriction on model structure, feasibility for NW side model can be limited.
· For type 2 sequential training, it is infeasible as it requires gradient exchanges similar to Type 2 simultaneous training.  
· Extendibility: to train new UE-side model compatible with NW-side model in use;
· For type 1 UE side training, if UE side knows the NW side model in use, extendibility is achieved. However, UE may not know the exact NW side model in use (due to e.g., retraining, fine-tuning, etc.). Therefore, it should be “No”. 
· For type 3 UE first training, note is not needed.
· Extendibility: to train new NW-side model compatible with UE-side model in use
· For type 1 NW side training, the same argument as in UE side training can be hold. 
· For type 3 NW first training, note is not needed.
Based on the above discussion, we have following proposal. 
Proposal #1: Adopt following tables and Note 1 for Pros/Cons of training collaboration types. 
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	Yes for NW 
No for UE 
	Limited for NW
No for UE 
	Yes for UE side
No for NW side
	Limited for UE 
No for NW

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	No
	No

	Extendibility: to train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes



		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first (note 1)
	NW first
	UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Infeasible
	Feasible.
	Feasible

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Not support (note x2)

	Extendibility: to train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support (note x2)
	Support


Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training. 

Two-sided model paring procedure
	Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  


In RAN1#114 meeting, above observation regarding on model paring methods for two-sided model was captured in the chairman’s note. As shown above, option 1 to 5 rely on the forms of id (e.g., model id, pairing id, dataset id, or session id) and option 6 is based on the implementation. At least for option 2 and 3, UE capability can be used for reporting of paring information. Then, NW can configure which model can be used at UE side. If multiple pairing information are reported, additional assistant information such as applicable condition, meta data and time stamp can be further considered for properly applying compatible UE side model. Then, UE can employ proper UE-side model according to configuration. If multiple compatible model information are configured to UE, UE can select the model and report an ID associated to the model. 
Proposal #2: If multiple pairing information are reported, additional assistant information such as applicable condition, meta data and time stamp can be further considered for properly applying compatible UE side model.  

Proposed conclusions for SI
During the study, intensive evaluations for CSI feedback based on AI/ML were conducted, and related observations were captured in the TR 38.843. According to TR 38.843 [3], collected UPT gain range from 1-on-1 joint training with FTP traffic model over Rel-16 Type II CSI are listed in Table 1 and 2. Also, Table 3 represent the value range of collected CSI overhead with FTP traffic model compared to Rel-16 Type II CSI. Note that 1-on-1 joint training can provide the best performance compared to other training collaboration types (e.g., type 2 and 3). 

Table 1. Value range of mean UPT gain of 1-on-1 joint training with FTP traffic model
	Resource Utilization (RU)
Max rank
	≤39%
	40%-69%
	RU≥70%

	1
	0.2%~2%
	0.1%~4%
	0.23%~9%

	2
	-0.3%~6%
	-0.5%~10%
	-0.2%~15%

	4
	-4%~7.4%
	-1.8%~12.22%
	-1%~17%



Table 2. Value range of 5% UPT gain of 1-on-1 joint training with FTP traffic model
	Resource Utilization (RU)
Max rank
	≤39%
	40%-69%
	RU≥70%

	1
	0.8%~3%
	0.1%~7%
	0.85%~20.43%

	2
	-2%~5%
	-4%~13%
	-1.3%~24%

	4
	-1.6%~10%
	-1.7%~23%
	2%~31%



Table 3. Value range of CSI overhead reduction for CSI compression with FTP traffic model
	           Amount of overhead
Max rank
	Small overhead
	Medium overhead
	Large overhead

	1
	10.24%
	15.62%~60%
	14.37%~55%

	2
	20.83%~54%
	22.22%~52%
	10%~58.33%

	4
	50%~79%
	36.10%~78%
	8%~58%



Based on the above value ranges of performance gain and overhead, it is observed that performance gain for both mean UPT and 5% UPT is not so promising. Besides, negative gains are observed from some companies. On the other hand, in the CSI overhead perspective, notable gains are observed. Therefore, we propose following conclusion for CSI compression. 
Proposal #3: Conclude that CSI-compression using two-sided AI/ML model has a potential benefit of CSI feedback overhead reduction, but RAN1 has no consensus on its DL performance benefit. In addition, it has potential challenges on its applicability with respect to dataset collection/sharing for training, model delivery/transfer, model update, etc. 

Similarly, for CSI prediction using UE-sided AI/ML model, Table 4 represents collected UPT gain range with FTP traffic model compared to benchmark 1 and 2. 

Table 4. Value range of UPT gain for CSI prediction with FTP traffic model
	       UPT
Benchmark 
	Mean UPT
	5% UPT

	Benchmark 1
(Nearest historical CSI)
	-13.8%~10.58%
	-14%~26.4%

	Benchmark 2
(non-AI/ML based CSI prediction, e.g., Kalman filter/auto-regression)
	-17%~7%
	-12.4%~17.58%



According to Table 4, performance gain of CSI predication using UE-sided model is diverged. In other words, some sources provide some gains (not so promising) from CSI predication using UE-sided model, but some sources provide severe performance loss. Note that for the CSI prediction, smaller number of evaluation samples were collected. For instance, for performance comparison with benchmark 2, 4 sources were collected. Also, there is no evaluation result considering Rel-18 CSI as a benchmark. Therefore, we suggest the following conclusion for CSI prediction.
Proposal #4: Conclude that RAN1 has no consensus on DL performance benefit of CSI prediction based on UE-sided model. 


Conclusion
In this contribution, we further discussed on remaining issues on AI/ML for CSI feedback enhancement. Based on the above discussion, we have the following proposals. 
Proposal #1: Adopt following tables and Note 1 for Pros/Cons of training collaboration types. 
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	Yes for NW 
No for UE 
	Limited for NW
No for UE 
	Yes for UE side
No for NW side
	Limited for UE 
No for NW

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	No
	No

	Extendibility: to train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes



		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first (note 1)
	NW first
	UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Infeasible
	Feasible.
	Feasible

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Not support (note x2)

	Extendibility: to train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support (note x2)
	Support


Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training. 
Proposal #2: If multiple pairing information are reported, additional assistant information such as applicable condition, meta data and time stamp can be further considered for properly applying compatible UE side model.  
Proposal #3: Conclude that CSI-compression using two-sided AI/ML model has a potential benefit of CSI feedback overhead reduction, but RAN1 has no consensus on its DL performance benefit. In addition, it has potential challenges on its applicability with respect to dataset collection/sharing for training, model delivery/transfer, model update, etc. 
Proposal #4: Conclude that RAN1 cannot achieve a consensus on DL performance benefit of CSI prediction based on UE-sided model. 
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