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Introduction
In this contribution, the remaining issues on potential specification impact on AI/ML based CSI compression feedback with two-sided model are further discussed. 
Remaining issues on specification impact for CSI compression feedback with two-sided AI/ML model 
AI/ML model training collaboration type
In the RAN1#114bis meeting, we have achieved enormous progress on the comparison of pros and cons for training type 1, type 2 and type 3. Only a few issues need to further discussion. In this section, we provide our view on these remained issues.
Discussion on the pros and cons of type 1
· Feasibility of allowing UE side and NW side to develop/update models separately
Different from type 2 and type 3, both mode at UE side and model at NW side are jointly trained at one side. Once the model at UE side is updated, the model at NW side is updated as well due to compatible requirement for two-side model. Thus, it is not feasible to develop/update model separately. 
· Extendibility: To train new UE-side model compatible with NW-side model in use
For UE side type 1, the CSI generation model can be independently updated during training two-side model, since UE side knows the CSI reconstruction model. During training the new UE-side model, the NW-side model can be fixed, such that the new trained UE-side model can be compatible with NW-side model in use. Otherwise, it is impossible that the new trained UE-side model is compatible with NW-side model in use.
· Extendibility: To train new NW-side model compatible with UE-side model in use
The analysis of this question is similar to extendibility on training new UE-side model compatible with NW-side model in use.

Proposal 1: In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
Table 1： The pros and cons of type 1
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  
	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 
	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  
	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	No
	No

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)
	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Not support 
	Support
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Support
	Support
	Not support
	Not support 

	Whether training data distribution can match the inference device
	Limited
	
Limited
	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Note x5: 1 to many joint trainings is assumed.  
Remaining issue on the pros and cons of type 2 and type 3
· Feasibility of allowing UE side and NW side to develop/update models separately
For training type 2, CSI generation part model and CSI reconstruction part model needs to be jointly trained no matter simultaneous or sequential training methods are adopted. From this perspective, model’s development or update cannot be separately implemented. This is different from training type 3. CSI generation part model and CSI reconstruction part model can be developed/updated separately only if the corresponding entity obtains the training dataset.
· Extendibility: To train new UE-side model compatible with NW-side model in use;
For UE-first of type 3, the model at NW side needs to be updated due to the update of model at UE side. This leads the updated UE-side model is not compatible with original model at NW side. Similarly, for NW-first of type 3, the model at UE side need to be update as well if the model at NW side is update. Hence, the trained new NW side model is not able to compatible with original model at UE side. 

Proposal 2: The pros and cons of collaboration training type 2 and type 3 are respectively provided in Table 2.

Table 2： The pros and cons of type 2 and type 3
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	



No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  
	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  

	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible
	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	
Support 
	Support 
	
Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.
	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 2: Assume information on model structure disclosed in training collaboration does not reveal prioprotiy information 
Note 3: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 4: Under the assumption that the vendor training first has engineering freedom to design its own model, the condition follows naturally. [To understand the effects of long-term evolution of the AI/ML model in the eco-system, further studies are needed].
note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
CSI configuration and reporting
Model selection
For two-side AI/ML model based CSI compression feedback, we have not discussed how to identify model between UE and gNB. According to discussion in AI framework, there are agreed three types, i.e., Type A, Type B1 and Type B2, for model identification. It also has agreed that UE can indicate supported AI/ML part model IDs for a given AI/ML enabled Feature/FG in a UE capability report as a starting point. For two-side AI/ML model based CSI feedback, we think such procedure can be reused to achieve model identification. I.e., UE report its supported part model to gNB through UE capability reporting. This should be as a starting point of two-side model identification.  
If multiple part models are supported at UE or gNB side, one part model should be selected at one side.  Both UE and gNB can select the part model. There is potential additional interaction information between UE and gNB for model selection. These interaction or model selection procedure may be specified.  
Assume that M>1 UE-side and gNB-side part models have been supported at UE side and gNB side respectively, and the model identification between UE and gNB have been implemented through UE capability reporting. For UE side model selection, one straightforward way is that UE selects a part model depending on parameter configuration. E.g., the configured payload size of model output or application scenarios of model. The other way is that UE calculates the intermediate KPI or eventual KPI based on the output of CSI reconstruction model. Obviously, the computation complexity is scale with the number of part models. In order to address the issue, UE can preclude some part models according to some assistance information or configuration parameters from gNB, such that UE only calculates and selects one model from the less candidate models.  
For gNB side model selection, the input and/or output of CSI generation part model need to report gNB so that gNB can calculate performance metric and select the best model. There is still issue on computation complexity which is scale with the number of candidate models. In addition, the feedback overhead is increased as well with the number of candidate models increases. These issues can be addressed through precluding some models by gNB configuration or indication. The interaction or procedure for UE and gNB side model selection is different. Hence, it is necessary to study specification impact on model selection when there are multiple candidate pair models at UE side and gNB side.
In the RAN1#114 meeting [2], it has been observed that multiple options on pairing information were proposed by companies to enable the UE to select a CSI generation model that is compatible with the CSI reconstruction model used by gNB. The selected part model by UE or gNB can be indicated to opposite side through pairing information for model compatibility. 
Proposal 3: The supported UE-side part models are reported to gNB through UE capability report as a starting point for model identification. When multiple part models are supported at UE or gNB side, the interaction or procedure of model selection for model compatibility at UE or gNB side need to study. 
CSI payload
For legacy CSI feedback codebook based, CSI feedback includes two parts, i.e., CSI part 1 and CSI part 2. The size of CSI part 1 is fixed. The size of CSI part 2 can be inferred from CSI part 1. CSI payload of CSI part2 can be scale with the number of subbands, the number of antenna ports, SD basis, FD basis and so on. These parameters are configured by gNB through codebook parameters. Hence, the maximum CSI payload is determined by network configuration parameters. For each layer, the size of CSI payload is not fixed and determined by UE through implementation.  
For CSI compression feedback based on AI/ML model, CSI reporting with CSI part 1 and part 2 is regarded as a starting point according the RAN1#112 meeting’s agreement [3], and the size of CSI part 1 is fixed as well. The size of CSI part 2 is determined by CSI part 1. We have not agreed how to determine the CSI payload of CSI part 2.  In our view, the following options can be considered. 
· Option 1: CSI payload of each layer or rank is determined by Model ID.
· Option 2: CSI payload of each layer or rank is directly configured by network.
· Option 3: CSI payload of each layer or rank is implicitly determined by network configuration parameter, e.g., codebook parameter, number of subband or antenna ports, and so on.
For Option 1, CSI payload only relates with the model. It may be not scale with number of subband, antenna ports and so on. For smaller number of subbands or antenna ports, the CSI payload of each layer or rank should be further reduced. If CSI payload is only determined according to model ID, this will lead to additional overhead. For Option 2, network configures different CSI payload size for different rank or layer. This option is much more flexibility compared with Option 1. According to RAN1#112 bis meeting’s agreement, we have agreed that existing CSI feedback scheme is used as the reference for performance monitoring. For performance compassion of between codebook based and AI/ML model based CSI feedback, the overhead or CSI payload should be similar or same. Hence, Option 3 can be considered to determine maximum CSI feedback, and UE determines the CSI payload of each layer or rank.  In addition, in order to make the CSI payload be more reasonable, CSI payload of each layer or rank can be scale with number of subbands or antenna ports.
Proposal 4: The CSI payload is directly configured by network or implicitly determined by other configuration parameter, e.g., codebook parameter, the number of subband or antenna ports, and so on. 
CSI omission
When there is no enough uplink resource for transmitting all contents in a CSI reporting, CSI omission will occur. I.e., partial contents in the CSI reporting will omitted. However, if some important CSI parts are dropped, it will result significant performance loss. In order to address this issue, CSI Part 2 for eType II codebook are divided into three groups. It has agreed that CSI reporting based on AI/ML model also include two parts as a starting point. In our view, the CSI Part 2 based on AI/ML model should also be divided into N>1 groups to implement CSI omission. The question is how to divide the compressed quantization information into N groups.
Different from eType II codebook, AI/ML-based CSI compression feedback may not include indication information of SD basis, FD basis and non-zero coefficients. The legacy group method for eType II codebook cannot be directly adopted. Before providing the group method, it should firstly discuss the payload structure of CSI compression information. According to discussion in AI 9.2.2.1, for the two-sided AI/ML model, it includes layer-common model, layer-specific model, rank-common model and rank-specific. For different models, the payload structures of CSI compression information are different as well. In our view, the payload structure of layer-specific and layer-common is similar, while the structure of rank-specific and rank-common may be same. For layer-specific and layer-common, the payload structure can be the payload of layer by layer, or half payload of layer by layer which is arranged in one order.  For rank-specific and rank-common, the payload structure can be included two parts. One part is that half payload of one rank. The other part is that the remaining half payload of the rank.
Proposal 5: The compressed information located CSI part 2 is divided into N>1 groups for CSI omission, where the values N and how to divide into N groups depends on payload structures for different model types, e.g., layer-specific, layer-common, rank-specific or rank-common.
Performance monitoring
In [3]-[4], the following agreements on NW-side or UE-side performance monitoring were identified. 
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

[bookmark: _Hlk134970950]Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· [bookmark: _Hlk134970942]The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


For UE-side model performance monitoring, it has agreed that UE-side monitoring can be based on the output of the CSI reconstruction model, and NW may configure a threshold criterion to facilitate UE to perform model monitoring. The remaining issues are how to deliver the output of the CSI reconstruction model, i.e., output-CSI-UE, and configure the threshold for UE-side monitoring.
UE side performance monitoring
For UE-side performance monitoring based on output of the CSI reconstruction model from gNB to UE, the following issues need to be studied.
· Issue 1: The transmission procedures of the output of CSI reconstruction model 
For UE side performance monitoring, one way is that UE initiates gNB transmitting the output of the CSI reconstruction model from gNB to UE. The other way is that the output of CSI reconstruction model is transmitted to UE through gNB initiation. UE will monitor model performance based on received output of CSI reconstruction model. The time-domain behaviour of transmission of the output of CSI reconstruction model could be periodic, semi-persistent or aperiodic for performance monitoring. 
· Issue2: The transmission method of the output of CSI reconstruction model 
The output of the CSI reconstruction model can be indicated to UE in an implicit or explicit method. The explicit method is that output of the CSI reconstruction model is transmitted to UE from gNB after quantizing output of the CSI reconstruction model. The quantization method can reuse the approach of ground-truth CSI reporting, i.e., scalar quantization or codebook-based quantization. The implicit method is that the output of CSI reconstruction model is transmitted through beamforming CSI-RS. The beam could be the output of the CSI reconstruction model. UE may calculate SINR or throughput based on estimated effective downlink channel through beamformed CSI-RS. Finally, UE determines the model performance according to threshold and the calculated SINR or throughput. 
· Issue3: The robust of UE-side performance monitoring based on the output of CSI reconstruction model
If UE determines the model performance based on intermediate or eventual KPI measured at a time, the monitor results may be inaccurate for this time. This may lead UE reporting a wrong alarm, since this worse KPI calculated may be caused by deteriorated channel environment. In wireless communication scenario, it is possible that the experienced channel of the UE is complexed and variation. Thus, the robust of UE-side performance monitoring should be considered. In order to address issue, the following two options could be considered. 
· Option1: Legacy CSI reporting, e.g., Rel-16 Type II codebook as a reference
· Option2: Performance monitoring based on the calculated intermediate or eventual KPIs of multiple instances
The intermediated or eventual KPI can be calculated by using Option1.The calculated results can be referred for helping UE to provide reliable performance monitoring. But it may increase the computation complexity of UE. For Option 2, the final monitoring result is determined based on multiple measurement results. This also helps UE to improve the accuracy or robust performance of model monitoring. 
[bookmark: OLE_LINK1]Proposal 6: The following potential specification impact on UE-side monitoring based on output of CSI reconstruction model at gNB side should be studied:
· The transmission procedure of output of the CSI reconstruction model 
· The transmission method of output of the CSI reconstruction model 
· The robust of monitoring performance
Inactive model monitoring
Assume that multiple two-side part CSI compression models are supported at UE and gNB side. It is not necessary to activate all these models at the same time. Usually, only one two-side model is activated at a time due to hardware restriction or power saving.  This implies that some models are disactivated. How to monitor these inactive models needs to be studied, such that the best model can be activated if needed. In our view, the following options could be considered to monitor inactive models.
· Option 1: Monitor inactive models at training server, e.g., OTT or OAM server.
· Option 2: Monitor inactive models at UE or NW side.
For Option 1, network or UE may indicate the training server to monitor those inactive models. Due to powerful capability of server, these inactive models can be monitored at the same by using the same input data of model or a single signalling. Then, the monitoring results calculated by server are sent to network for model activation, deactivation, fallback and so on. Since the input data of model may not be transferred through air interface, the signalling or data transmission overhead can be saved. 
For Option 2, it needs to firstly make these inactive models be activated for model inference. Due to hardware restriction, only one inactive model become activation at a time. More signalling overhead may require for model activation. In order to compare fairly, the input data of these inactive model should be same. This implies that input data for these inactive models needs to be stored in memory, which will consume a lot of memory. For UE side or gNB side monitoring, the monitoring procedure or method proposed for performance monitoring can be reused. However, due to the impact of some other factors of UE, e.g., power consume, some inactive models cannot be supported any more. In order to save signalling overhead and reduce computation complexity, UE needs to report its states or supported inactive model. Those unsupported inactive models by UE will not be monitored. For Option 1 and Option 2, the interaction between UE and gNB for monitoring inactive model is necessary. The details of the interaction or procedure can be further studied.
Proposal 7: The specification impact on how to monitor inactive model needs to study.
Our views on CSI feedback based on AI/ML for normative work 
In the RAN1#114 bis meeting, AI-based beam management and positioning are recommended for normative work. In this section, we provide our view on CSI feedback based on AI/ML for normative work. 
AI-based CSI feedback includes CSI compression feedback and time domain prediction. For CSI compression feedback, we recommend this use case can be specified in Rel-19 normative work considering the following factors.
· Performance: According to observation of simulation evaluation provided by many companies, performance gain can be obtained compared with the legacy CSI feedback based on eType II codebook. Especially, about 10% performance can be obtained at lower feedback overhead. If the past CSI are utilized, larger performance gain could be obtained according to observation results. 
· Computation complexity: The complexity metric in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI compression. The complexity of CSI generation part model and CSI reconstruction part model are separately discussed. According to the observation, the CSI generation part model subject to the FLOPs from 10M to 800M, and the CSI reconstruction part model subject to the FLOPs from 10M to 1100M.  For the number of parameters, the CSI generation part model subject to the number of parameters from 1M to 13M, and the CSI reconstruction part model subject to the number of parameters from 1M to 17M. Due to powerful computation capability and parallel processing of CPU or GPU, the computation complexity of model inference can be affordable. The processing delay may be less than that of legacy CSI feedback based on codebook.
· Representative model: Different from the other use cases, the AI model is two-sided model which includes CSI generation part model and CSI reconstruction part model. CSI generation part model and CSI reconstruction part model are respectively deployed at UE side and network side. If the use case is specified during Rel-19 normative work, the two-side model of LCM can be reused for the future use cases which adopts two-side model. 
For time domain prediction, we recommend this use case can be specified in Rel-19 normative work as well. Firstly, performance gain could be obtained by using AI model to predict the future. Secondly, UE-side model is adopted for CSI prediction. The UE-side model of LCM for other use cases can be reused for CSI prediction. Hence, there are no much specification efforts for such use case. Based on above discussion, the following proposal is provided.
Observation 1: Signalling/mechanism of UE-sided model LCM operation via 3GPP signalling for other use cases can be reused for CSI feedback based on time domain prediction at UE side. 
Proposal 8: For AI/ML-based CSI feedback, Both CSI compression feedback and CSI feedback based on time domain prediction at UE side are recommended for normative work.
[bookmark: _GoBack]Conclusions
In this contribution, the proposals and observations on CSI compression feedback are summarised as follows:
Observation 1: Signalling/mechanism of UE-sided model LCM operation via 3GPP signalling for other use cases can be reused for CSI feedback based on time domain prediction at UE side.
Proposal 1: In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
Table 1： The pros and cons of type 1
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  
	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 
	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  
	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	No
	No

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)
	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Not support 
	Support
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Support
	Support
	Not support
	Not support 

	Whether training data distribution can match the inference device
	Limited
	
Limited
	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Note x5: 1 to many joint trainings is assumed.  
Proposal 2: The pros and cons of collaboration training type 2 and type 3 are respectively provided in Table 2.

Table 2： The pros and cons of type 2 and type 3
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	



No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  
	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  

	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible
	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	
Support 
	Support 
	
Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.
	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 2: Assume information on model structure disclosed in training collaboration does not reveal prioprotiy information 
Note 3: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 4: Under the assumption that the vendor training first has engineering freedom to design its own model, the condition follows naturally. [To understand the effects of long-term evolution of the AI/ML model in the eco-system, further studies are needed].
note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Proposal 3: The supported UE-side part models are reported to gNB through UE capability report as a starting point for model identification. When multiple part models are supported at UE or gNB side, the interaction or procedure of model selection for model compatibility at UE or gNB side need to study. 
Proposal 4: The CSI payload is directly configured by network or implicitly determined by other configuration parameter, e.g., codebook parameter, the number of subband or antenna ports, and so on.
Proposal 5: The compressed information located CSI part 2 is divided into N>1 groups for CSI omission, where the values N and how to divide into N groups depends on payload structures for different model types, e.g., layer-specific, layer-common, rank-specific or rank-common.
Proposal 6: The following potential specification impact on UE-side monitoring based on output of CSI reconstruction model at gNB side should be studied:
· The transmission procedure of output of the CSI reconstruction model 
· The transmission method of output of the CSI reconstruction model 
· The robust of monitoring performance
Proposal 7: The specification impact on how to monitor inactive model needs to study.
Proposal 8: For AI/ML-based CSI feedback, Both CSI compression feedback and CSI feedback based on time domain prediction at UE side are recommended for normative work.
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