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Introduction
[bookmark: OLE_LINK90]After nearly 1.5 years of study on AI/ML for air interface, the great progress has been achieved, e.g., evaluations and specification impact on use cases of Beam management and Positioning have been considered to be completed, while there are some remaining open issues on general part and CSI part. In RAN#101 meeting [1], it has been decided to extend the study item into Q4-23, and suggested to only focus on the identified RAN1 remaining issues which  is included in RP-233659 (the update of RP-231763) and shown below.
	·      Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis
· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance  monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism
· Close the loop with RAN2 and RAN4 on any pertinent item:
· Finalize RAN2 LS reply (Part 2)
· Finalize TR: 
· Get notation uniform across use cases. 
· General Framework finalization incl. applicability of some of the agreements made for specific use cases to the general framework. 
· General clean-up, e.g., stating conclusion or lack of conclusion on a number of study areas.
· Conclusions and recommendations



In this paper, we would share our opinions on the remaining open issues on the general aspects of AI/ML framework.

[bookmark: OLE_LINK49]Discussion
Model transfer/delivery
In RAN1#112 meeting [2], we agreed six kinds of model delivery/transfer to UE for UE-side models and UE-part of two-sided models.
	[bookmark: OLE_LINK65][bookmark: OLE_LINK66]Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


Furthermore, in RAN1#113 meeting [3], further clarification on case z4/case z5 has been discussed and achieved consensus.
	Agreement
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 


For the benefits, challenges/requirements, and potential spec impact of case y/z1/z2/z3/z4/z5, in RAN1#113 meeting FL has provided the following FL comments and proposal [4]:
	The following summarizes the use cases, benefits, challenges/requirements, and potential specification impact of model delivery/transfer Cases for UE-sided/part models. 
For the table, the baseline for comparison is
· Collaboration Level y, with model delivery from the UE-side server to UE
· The UE-side model is trained offline at the UE side. (The same is assumed for Cases z1 and z3.)
· The UE-part of the two-sided model is is trained offline at the UE-side, e.g. via sequential training. (The sameis assumed for Cases z1 and z3.)
· The trained model is quantized, compiled, and tested offline before use. (The sameis assumed for Cases z1 and z2.)

	
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	B2
	C1, C2, C8
	S0

	Z2
	B2
	C1, C2, C3, C9
	S0, [S1]

	Z3
	B1, B2, B3
	C1, C3, C4, C5, C6, C8
	S0, S1

	Z4
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9
	S0, S1

	Z5
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9, C10, C11
	S0, S1, S2



Benefits (compared to Case y):
· B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without offline co-engineering for two-sided models
Challenges and requirements:
· C1: Larger latency
· C2: Offline co-engineering efforts
· C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C6: Specification effort for model delivery format for open format
· C7: Testability aspects
· C8: Lack of per cell or area optimization if dataset ID is not available
· C9: Full model optimization Potentially suboptimal performance of an updated model due to lack of testing fully developed modelmodel quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· C11: Device capability of running an unknown model structure
Potential specification impact:
· S0: Specification related to model transfer
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach


Regarding  B1~B4/C1~C11/S0~S2, we have the following comments and suggestions:
· [bookmark: OLE_LINK77]B3: ‘for two-sided models’ should be removed. It can be also applied for UE-sided models. The restriction is not necessary.
· B4: ‘for two-sided models’ should be removed. It can be also applied for UE-sided models. The restriction is not necessary.
· C9: It can be removed. Given the evaluation in AI9.2.2.1, compared with training aware quantization, the performance loss of the quantization w/o training awareness is tiny. There is no need to differentiate between C5 and C9 from the performance of quantization.
[bookmark: OLE_LINK50]Proposal 1: Support FL proposal 7-21b in [4] with the following update:
· [bookmark: OLE_LINK24]Remove ‘for two-sided models’ in B3 
1. Remove ‘for two-sided models’ in B4
· Remove C9
In addition, in RAN1#114b meeting, there are some discussions on the feasibility, and one proposal 9-5c by FL [5] is as follows:
	Proposal 9-5c:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from the device implementation point of view from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, may be contingent on training entity, model storage entity, and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope.


In general, we are fine with the proposal. But for the sake of completeness, the opinions on case z5 also should be provided. For case z5 model structure at UE side is unknown to NW-side, we think it is not feasible for some reasons, e.g., the delivered model may be not compatible with UE’s hardware structure. 
Proposal 2: Support FL proposal 9-5c in [5] with the following update:
· Add one bullet
· Model delivery/transfer to UE in an open format of an unknown model structure at UE (Case z5) may be not feasible from RAN1 perspective.

Monitoring on inactive model
Regarding monitoring on inactive model, in RAN1#114b meeting, proposal 9-6b is provided by FL [5]:
	Proposal 9-6b:
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.


 We have agreed to study and if necessary, to specify model monitoring metrics to assess active model(s). A list of candidate metrics have been formulated and evaluated. If we limit only active models to be monitored/assessed, there perhaps would exist some issues. For example, for model selection as one stage of LCM, if there is no any information to demonstrate the selected model to be beneficial for performance, the blind try perhaps would result in the poor performance, and resource waste. Thus, we think it is necessary to consider the monitoring on inactive model.
For the candidate monitoring metrics for inactive models listed in the above proposal 9-6b,
· For the 1st sub-bullet, it seems to be one subset of 1st bullet. For active model, monitoring only mode also would be existed sometimes. In addition, although no reference results need to be reported, storage/computation/radio resources also would be consumed for the monitoring on inactive model. 
· For the 2nd and 4th sub-bullets, they could also be applied for active model.
· As we have discussed during in RAN1#114b meeting, one approach where it is up to UE’s or NW’s implementation also can be considered. For example, for UE sided model, since UE knows the distribution of input data when training, and can achieve the input data when other models are being for inference, input based monitoring can be considered and can be implemented by UE w/o additional spec requirement.
With what we have said, we are fine to separate monitoring for inactive models from active model as the starting point, for the purpose of discussions and progress. In our mind, light mechanisms with little of requirement of resource overhead including computation resource should be considered. After all, inactive model has not been taken into practice.
Proposal 3: Support the proposal 9-6b in [5] with some update.
· Add one bullet: It is up to UE’s or NW’s implementation.

Model identification
After extensive discussion, we have the following working assumption [6].
	Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 


Since collaboration level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement collaboration between network and UE, we focus on level y and level z where there is signaling/procedure related to AI/ML operation. Model/functionality identification/LCM can be applicable only for collaboration level y and level z. 
For UE-sided model, and two-sided model, in our understanding, it is necessary to do model/functionality identification, to make NW well understand UE’s capability. For example, if gNB can be aware that UE is capable of beam prediction in spatial domain, RS overhead reduction can be achieved. For NW-sided model, we have not seen clear motivation to do model registration since the management of AI/ML model can be up to NW’s implementation.
In general, functionality identification can be applied at least for one-sided model, since for this case, model information is not necessary and real physical model can be transparent to another side. Correspondingly, functionality level LCM is applied. For two-sided use cases, model based identification can be considered to enable model alignment between two sides. In addition, with the assumption of model transfer/delivery, model based identification also can be considered even if for one-sided use case, and model ID based LCM naturally can be considered.
[bookmark: OLE_LINK52][bookmark: OLE_LINK48][bookmark: OLE_LINK51]Proposal 4: At least for UE-sided model and two-sided model, model/functionality identification is necessary, and both can be considered. 
· Functionality based identification at least can be applicable for UE-sided model case.
· Functionality-based LCM can be considered, and provides functionality-level management of AI/ML operations by NW of UE sided model
· Model based identification can be used for two-sided model and UE sided model, for the sake of providing pairing of two-sided models, or UE side models with model transfer
· [bookmark: OLE_LINK44][bookmark: OLE_LINK54]Model-ID-based LCM can be considered and provides more granular, model-level management by NW 
In previous meetings [2, 7], regarding functionality identification and model identification, we have the following agreements:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· [bookmark: OLE_LINK78]Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 
Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· [bookmark: OLE_LINK79]For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.


For functionality identification, in light of the previous pre-meeting unofficial discussion, the majority view is that functionality identification reflects conditions indicated by UE capability, and it does not yet reflect NW’s interest. Functionality may refer to a specific configuration of the Feature/FG or a set of configurations of the Feature/FG that are activated together as a group. 
For the UE capability signalling, functionality can refer to an AI/ML-enabled Feature/FG, and the supported components of the FG or FGs of one Feature can be the applicable condition, and/or input format of AI/ML model, and/or output format of AI/ML model, and/or the complexity of AI/ML model and so on. For UE-sided model, there could be more than one physical AI/ML model for one component or one UE feature or one FG (i.e., one functionality). However, this information can be transparent to NW, and it can be up to UE’s implementation. For two-sided model, it seems model pairing ID is needed to be included into UE capability, to achieve the alignment between NW and UE. However, it can be offline coordination among vendors. 
[bookmark: OLE_LINK43][bookmark: OLE_LINK55]Proposal 5: For functionality identification, other information such as applicable condition can be denoted in the form of components of one FG or FG.
Regarding how to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities, in our mind, gNB could realize it by RRC signaling or MAC signalling or DCI. For example, if gNB configure one periodic CSI reporting associated with AI/ML operation by RRC singling, it means the related AI/ML functionality is activated. Deactivation/switching can be achieved by RRC reconfiguration. For fallback, it may be realized dynamically if we set some rules, e.g., if UE finds it does not have enough computation capability for AI/ML operation, it can fallback to legacy CSI calculation autonomously. 
[bookmark: OLE_LINK42]Proposal 6: Legacy signaling, e.g., RRC signaling for CSI reporting configuration, can be utilized for functionality-based LCM operation.
In RAN1#112b-e meeting [7], we have the following agreement on 
	Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.


During the previous pre-meeting unofficial discussion, regarding applicable functionalities, FL provides two alts:
· Alt 1
· Configurable functionality is synonymous to identified functionality.
· Configured functionalities are determined by NW as a subset of identified functionalities.
· Applicable functionalities are reported from UE as a subset of configured functionalities.
· NW activates one functionality out of applicable functionalities.
· Alt 2
· Applicable functionalities are reported from UE as a subset of identified functionalities.
· Configurable functionality is synonymous to applicable functionality.
· Configured functionalities are determined by NW as a subset of applicable functionalities.
· NW activates one functionality out of configured functionalities.
The key differences lies in that applicable functionalities are based on identified functionality or configurable functionality. In our understanding, applicable functionalities should be based on identified functionality, since it is related to UE capability, not NW configuration. UE does not totally know the interest of NW.
[bookmark: OLE_LINK41]Proposal 7: Applicable functionalities are reported from UE as a subset of identified functionalities.
For model-based identification, in previous meeting [3], we have agreed three types of model identification where Type A is for offline identification, and Type B1 and Type B2 are for online identification. 
	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.


For Type A, a large of air interface overhead can be saved while offline engineering is required. It can be applicable for two-sided model and one-sided model when w/o model delivery/transfer. To some degree, Type B1 and Type B2 can be interpreted as online identification. It is obvious that offline co-engineering can be avoided but it would bring in air interface overhead, spec effort and so on. 
Generally, Type B1 is applicable for the case where UE would deliver AI/ML model or related information to NW, while Type B2 is applicable for the case where NW would deliver AI/ML model to UE. In light of the discussion about the pros and cons of training type1, it can be observed that that UE training model and deliver it to NW may be not one good choice. For example,  it  would cause huge burden on gNB side where gNB may store and maintain multiple models for different UEs, and the performance may be not good since optimized loss function can not take MU-MIMO, CJT, NCJT, etc, into consideration to improve the performance of cell. Thus, in our mind, Type B1 can be dropped.
[bookmark: OLE_LINK46][bookmark: OLE_LINK47][bookmark: OLE_LINK80][bookmark: OLE_LINK81]Proposal 8: Model identification Type A can be considered, especially when model transfer/delivery is not supported. 
[bookmark: OLE_LINK53]Proposal 9: Model identification Type B2 can be considered when there is model transfer/delivery from NW to UE. 
[bookmark: OLE_LINK58][bookmark: OLE_LINK59]Proposal 10: Deprioritize model identification Type B1.
	· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps


Regarding the FFS part, one possible four-step procedure can be considered.
· [bookmark: OLE_LINK60]Step 1: Initiation by NW, to provide description on models, e.g., model structure, model size, model computation complexity, applicable condition;
· Step 2: UE responses that which model(s) it can support based on its hardware capability, computation capability, and so on;
· Step 3:  NW delivers model(s) to UE, based on the response in step 2;
· Step 4:  UE responses to NW that it has received the models in step 3.
[bookmark: OLE_LINK45]Proposal 11: For model identification Type B2, one four-step procedure can be considered.
· Step 1: Initiation by NW, to provide description on models, e.g., model structure, model size, model computation complexity, applicable condition;
· Step 2: UE responses that which model(s) it can support based on its hardware capability, computation capability, and so on;
· Step 3:  NW delivers model(s) to UE, based on the response in step 2;
· Step 4:  UE responses to NW that it has received the models in step 3.
In last meeting [8], for additional conditions, after some discussions, we have the following agreements:
	Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.


After meeting, in [5] FL provides general guidelines for further discussion, and suggest to focus on identifying and analyzing different sub-approaches in terms of (1) how the NW-side additional conditions are addressed/incorporated for training, and (2) what is done for inference to ensure consistency between training and inference regarding NW-side additional conditions. Given the suggestions, we provide our views shown by below table.
Table 1 Analysis on the candidate approaches
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions

	Model identification Type A
	Model is trained in additional condition;
Aligned offline
	Indicated via an ID (e.g., model ID, model pairing ID);
Indicated for LCM purposes

	Model transfer (i.e., Model identification Type B2)
	Model is trained in additional condition;
Addition conditional can be denoted in the form of parameter configurations
	Indicated via an ID (e.g., model ID, model pairing ID);
Indicated for LCM purposes

	Information and/or indication on NW-side additional conditions
	Additional condition is represented in the form of parameter configurations
	Model is trained in additional condition;
	Indicated in the form of parameter configurations or parameter configuration ID;
Indicated for LCM purposes

	
	Additional condition is represented in the form of Dataset ID
	Model is trained in the dataset indicated by the dataset ID
	Indicated via Dataset ID; 
Indicated for LCM purposes

	
	Additional condition is represented in the form of Model ID
	Model is trained in additional condition
	Indicated via Model ID;
Indicated for LCM purposes

	Consistency by monitoring
	Model is trained in additional condition
	Monitoring result to demonstrate whether the additional condition for training to be consistence with the current additional conditions, and it is one implicit method;
[bookmark: _GoBack]Monitoring metric/result to be reported/indicated for LCM purposes



Proposal 12: The analysis on candidate approaches to ensure consistency between training and inference regarding NW-side additional conditions in Table 1 can be considered.

Conclusion 
In this contribution, we provide our opinions on general aspects of AI/ML:
Proposal 1: Support FL proposal 7-21b in [4] with the following update:
· Remove ‘for two-sided models’ in B3 
1. Remove ‘for two-sided models’ in B4
· Remove C9
Proposal 2: Support FL proposal 9-5c in [5] with the following update:
· Add one bullet
· Model delivery/transfer to UE in an open format of an unknown model structure at UE (Case z5) may be not feasible from RAN1 perspective.
Proposal 3: Support the proposal 9-6b in [5] with some update.
· Add one bullet: It is up to UE’s or NW’s implementation.
Proposal 4: At least for UE-sided model and two-sided model, model/functionality identification is necessary, and both can be considered. 
· Functionality based identification at least can be applicable for UE-sided model case.
· Functionality-based LCM can be considered, and provides functionality-level management of AI/ML operations by NW of UE sided model
· Model based identification can be used for two-sided model and UE sided model, for the sake of providing pairing of two-sided models, or UE side models with model transfer
· Model-ID-based LCM can be considered and provides more granular, model-level management by NW 
Proposal 5: For functionality identification, other information such as applicable condition can be denoted in the form of components of one FG or FG.
Proposal 6: Legacy signaling, e.g., RRC signaling for CSI reporting configuration, can be utilized for functionality-based LCM operation.
Proposal 7: Applicable functionalities are reported from UE as a subset of identified functionalities.
Proposal 8: Model identification Type A can be considered, especially when model transfer/delivery is not supported. 
Proposal 9: Model identification Type B2 can be considered when there is model transfer/delivery from NW to UE. 
Proposal 10: Deprioritize model identification Type B1.
Proposal 11: For model identification Type B2, one four-step procedure can be considered.
· Step 1: Initiation by NW, to provide description on models, e.g., model structure, model size, model computation complexity, applicable condition;
· Step 2: UE responses that which model(s) it can support based on its hardware capability, computation capability, and so on;
· Step 3:  NW delivers model(s) to UE, based on the response in step 2;
· Step 4:  UE responses to NW that it has received the models in step 3.
Proposal 12: The analysis on candidate approaches to ensure consistency between training and inference regarding NW-side additional conditions in Table 1 can be considered.
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