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Introduction 
The study item Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e [1]. This contribution concerns agenda item 8.14.1, discussing remaining issues of AI/ML general framework.
[bookmark: _Ref178064866]General Aspects of AI/ML Framework
Discussion on additional conditions 
	Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.
RAN2 agreements
· For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 

· Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  




During RAN1#114bis, it was agreed that additional conditions are any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. These “aspects” needs to be identified prior to the different listed approaches in a follow-up agreement can be considered. It is up to each use case to identify the need for such approaches. 
[bookmark: _Toc149569313][bookmark: _Toc149918889]It is up to each use case to identify additional conditions. 
The general understanding in RAN1 is that there might be aspects that cannot be solved via existing UE capability indication. For example, the UE AI/ML models/functionality can be highly scenario specific so there is no feasible method to introduce such support within the constraints (size and reporting frequency) of the UE capability report. According to the current agreement, additional conditions are aspects assumed while training the model, these “aspects” might need some specification impact, while it is unclear whether additional condition itself is specified, or the aspect is to be specified. Our understanding is that aspects could need standard impact while additional conditions is a wider terminology that don’t need standardization impact.
[bookmark: _Toc149569314][bookmark: _Toc149918890]Additional condition can refer to that the UE trains scenario specific models, while the standard impact might require solutions to enable the consistency to inference, it is not the additional condition itself that is standardized.
[bookmark: _Toc149918895]Conclude that that additional conditions are not standardized, however the approaches for handling the additional condition might need standard impact. 
Identifying additional conditions
The use case should consider if the additional conditions need to be addressed via any of the approaches outlined in agreement from RAN1#114bis. The use cases should first address the baseline on the possible model/functionality performance when the solution is not dependent on the additional condition approaches. If observing a large performance gap, the approaches can be evaluated. It should be noted that there are so far no such agreements for the use cases, and whether the additional condition approaches need to be considered are questionable. Our understanding is that at least the scenarios where the consistency from training to inference needs to be ensured can be considered as valid aspects for an additional condition. It should also be noted that the need for additional conditions might not be needed if the UE could perform some sensing techniques to understand if the model is applicable. For example sense if the UE is in a certain environment (e,g. indoor, UMa, UMi). This should be considered when identifying the additional conditions. 
[bookmark: _Toc149918896]UE possibility of sensing the environment should be considered while identifying the additional conditions,
It should be noted that in addition to NW-sided additional conditions, the UE conducts its model training uninformed of environmental shifts, such as alterations in the propagation environment. This will motivate the need for solutions such as monitoring of models to understand a possible shift of the propagation environment. 
[bookmark: _Toc149569315][bookmark: _Toc149918891]In addition to NW/UE-sided additional conditions, there might be unknown changes in the propagation environment that can motivate the need for the approaches described for additional conditions.
Potential approaches for addressing additional conditions
In this section, we first provide a general understanding of the steps in each additional condition approach, next we provide an example of our understanding of the additional conditions for the beam management use case. 
Steps for each approach
Due to the limited time left of the study item, it is only feasible to capture the steps and short analyses for each approach on a high-level. Our view is summarized in the table below.
	Approach
	High-level Steps
	High-level Analysis 

	Model identification
	1. UE identifies that it has trained one or more models. Each model is associated to a NW-sided additional condition, part of the identification information.
2. NW configures a model, based on the NW-sided additional condition
	Challenging to define the relevant information related to the additional condition in the model identification.
Not clear if UE capability will be impacted.


	Model transfer
	1. NW trains a model for each additional condition,
2. NW transfers the model to the UE
3. NW configures the UE with the model
	Can enable scenario specific models. 
Model transfer feasibility is not clear. 

	Information and/or indication on additional conditions is provided to UE
	1. NW indicates the additional condition to the UE(e.g. in form of an identifier that preserve proprietary information)
2. UE selects model based on the received additional condition (e.g. model trained for the specific identifier)
	Challenging to define such information while limiting the signaling overhead. Challenging to create relevant information without disclosing proprietary/privacy information.
Can be used in conjunction with model identification

	Monitoring based at NW
	1. NW monitors UE functionality/model,
2. NW performs UE functionality/model LCM
	Minimal or no specification impact related to the additional condition. Can be supported via the monitoring procedures. 

	Monitoring based at UE
	1. UE monitors functionality/model,
2. UE performs UE functionality/model LCM (can be done transparently)
	Minimal or no specification impact related to the additional condition. Can be supported via the monitoring procedures. 


[bookmark: _Ref149055018]Table 1: Steps for each of the additional condtion approaches
[bookmark: _Toc149918897]Capture the analyses according to Table 1
For the UE-sided additional condition, there might a needed for the NW to know about such additional condition. For example, as discussed in subsequent section, the NW might need to know about the UE-sided assumptions on RX-beam selection methodology or measurement error. Another example is for the pairing of two-sided models. It should be noted that RAN2 made the following agreement, “For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE”
, in our view this reporting in UAI is more relevant for handling of UE-sided additional conditions. Moreover, the alternative on UE-sided additional conditions could also be solved using a monitoring solution. Hence, our view for the UE-sided additional conditions is the following:
[bookmark: _Toc149918898]For inference for NW-side models, to ensure consistency between training and inference regarding UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· [bookmark: _Toc149918899]Information and/or indication on UE-side additional conditions is provided to NW, 
· [bookmark: _Toc149918900]Consistency assisted by monitoring (NW monitors and switch models transparently to UE),
· [bookmark: _Toc149918901]Other approaches are not precluded,
· [bookmark: _Toc149918902]Note: it does not deny the possibility that different approaches can achieve the same function.

Example for beam management
In this section, we provide an example of each approach for the steps outlined in Table 1. In a first example, UE trains a model without knowing of the NW-sided additional condition (e.g. configuration of beams). Next, an example where the NW trains a model without knowing of the UE-sided additional condition (e.g. measurement error, RX-beam selection) is provided. In both examples, the additional condition comprises how to ensure consistency from training to inference (i.e. UE can expect similar inference performance to training performance). 
	Approach
	Steps

	Model identification
	1. UE identifies that it has trained N beam prediction models. Based on data from the global cell ID 1,2,..,N respectively (information part of model identification). 
2. NW selects a model that has same/similar beam configuration to the global cell ID where the UE trained the model

	Model transfer
	1. NW trains a model for each beam configuration.
2. NW transfers the model to the UE

	Information and/or indication on additional conditions is provided to UE
	1. NW indicates e.g. a beam configuration ID to UE,during training and inference
2. UE selects model that has been trained for the specific beam configuration ID

	Monitoring at NW
	1. NW monitors UE functionality/model,
2. NW performs UE functionality/model LCM

	Monitoring at UE
	1. UE monitors functionality/model,
2. UE performs UE functionality/model LCM (can be done transparently)


Table 2 Example - NW-sided additional condition for BM
We also provide an example of the UE-sided additional conditions for a NW-sided ML model. Note that a random RX-beam selection or measurement errors at the UE has shown high beam prediction errors, hence a UE-side additional condition indication could comprise UE indicates such information.
	Approach
	Steps

	Information and/or indication on additional conditions is provided to NW
	· UE indicates e.g. an RX beam selection methodology, or measurement error to NW (during training/inference)

	Monitoring at NW
	· NW monitors UE functionality/model,
· NW performs UE functionality/model LCM


Table 3: Example - UE-sided additional condition for beam management use case
Method for selecting approaches to “solve” additional conditions.
It is important when selecting an approach for addressing the additional conditions to consider factors such as avoid approaches that disclose proprietary or private information. They should also consider a minimal signaling overhead and the specific performance requirements of the use case. For example, one solution might lead to highest performance, while needing to disclose proprietary information or cause a high signaling overhead, or extensive offline collaboration. 
[bookmark: _Toc149918903]When selecting an approach for “solving” additional conditions, consider the following factors:
· [bookmark: _Toc149569316][bookmark: _Toc149918904]Proprietary/privacy information that cannot be disclosed,
· [bookmark: _Toc149569317][bookmark: _Toc149918905]Signaling overhead (the amount of information needed in each approach to ensure consistency from training to inference)
· [bookmark: _Toc149569318][bookmark: _Toc149918906]Use case performance requirements, 
· [bookmark: _Toc149569319][bookmark: _Toc149918907]Offline collaboration needed (e.g. the approach might need extensive offline inter-vendor collaboration)
Model identification
In last meeting, the FL summary proposed discussing aspects related to model Identification types (A, B1, B2) and proposed further split for B1 and B2 into different sub cases. In here, we provide our view related to the proposed types.
Type A: Used to identify a model developed offline, potentially via multi-vendor collaboration.
· Type A [as described in the FL summary]
· Step 1: 
· A model is developed/trained offline, potentially via multi-vendor collaboration.
· UE is updated (if needed) with necessary HW/SW to support the model.
· Step 2 (model identification)
· A model ID is assigned offline, potentially during multi-vendor collaboration. 
· The model ID as well as associated meta information is provided to NW (if applicable) without over-the-air signaling. 
· UE capability is updated to include the model ID.
· Step 3: UE indicates the support of the model to NW (e.g., in a UE capability report).


Using Type A, a model is identified to NW and UE without over-the-air signalling. Type A requires less specification effort and impact since the model meta information does not need to be standardized. Nonetheless, this approach would require UE/NW offline co-engineering alignment. In case the model is not expected to be updated frequently, i.e., models that generalize well for different scenarios, this approach can be manageable. When models are updated frequently, for example when models are (re) trained to scenario specific scenarios, it can be challenging as it demands a frequent co-engineering efforts.
[bookmark: _Toc149918892]When models are updated frequently, for example when models are (re) trained to scenario specific scenarios, it can be challenging as it demands a frequent co-engineering efforts.

Type B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· Type B1-1[as described in the FL summary]
· Step 1: 
· A model is developed/trained offline, potentially via multi-vendor collaboration.
· UE is updated (if needed) with necessary HW/SW to support the model.
· Step 2 (model identification)
· The existence of the new model, along with meta information for the model, is provided by one or more designated UEs to NW via over-the-air signaling. 
· A model ID is assigned and signaled to UE.
· UE capability is updated to include the model ID.
· Step 3: UE indicates the support of the model to NW (e.g., in a UE capability report).


Even though the description indicates that this is the same as Type A, the steps listed here are identical to the ones for type B1-2, except for the fact that in B1-1, designated UEs provide the model information to the NW. In B1-2, every UE initiate the model identification, not knowing if the model is already known to the NW. Although it is possible to reduce overhead with B1-1, it requires more complexity as compared to B1-2. That is, additional complexities related to how to select designated UEs, and how to communicate the model ID to the non-designated UEs.
[bookmark: _Toc149918908]There are other alternatives that allow identifying UE sided models with over the air signalling that are less complicated than B1-1. B1-1 should not be considered further. 
[bookmark: _Hlk147959253]Type B1-2: Used to identify a model using specified list of parameters and candidate values.
Type B1-2 [as described in the FL summary]
· Step 1
· A model is developed/trained offline by the UE side.
· UE is updated (if needed) with necessary HW/SW to support the model. UE capability is updated.
· Step 2 (model identification)
· The existence of the new model, along with meta information for the model, is provided by the UE to NW via over-the-air signaling. A model ID is assigned.


it is not clear what is meant with “specified list of parameters and candidate values.” The proposed procedure description does not mention those parameters at all. Our understanding of the B1-2 procedure is that it is an approach to identify a model developed by the UE side. During the identification phase the UE provides information about the model. The exact information can be further discussed, but as an example, it could be information about the functionality of the model and additional conditions, etc. 
In addition to that, it is not clear why there should be a distinction between identifying a model that is offline developed, or a model that is retrained/fine tunned online or offline by the UE side. The procedure could be the same. Linking an updated model to a previously identified model can be part of the model meta information provided by the UE. 
To better reflect these aspects, we propose to reword B1-2 description as follows: Used to identify a model available at the UE  using specified list of parameters and candidate values.
As compared to Type A, Type B1 is more suited for model that needs frequent/fast updates. In some cases, it could be a previously Type A identified model that for some reason does not perform well and needs updates. Additionally, for some use cases, where it is difficult to train a generalized model, the model delivered to the UE depends on the scenario/configuration/etc. identifying those models to NW/UE offline is not scalable approach. Then Type B1 can be used for identifying models with such constraint applicability. However, it can be challenging to decide and specify the meta information related to the model.
[bookmark: _Toc149569321][bookmark: _Toc149918893]If model identification is needed, Type B1-2 is suitable for indicating models that require dynamic adaptation of the functionality (models that are updated frequently, or models with limited applicability).
[bookmark: _Toc149918909]Type B1-2 can be further considered. Reword B1-2 description as follows: “Used to identify a model available at the UE using specified list of parameters and candidate values.” 
Type B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of UE-side/part model from the UE of a previously identified model via Type A or B1-1
· Type B1-3 [as described in the FL summary]
· Step 1
· UE or UE-side (re-)trains a new model.
· Step 2 (model identification)
· The existence of the new model, along with meta information for the model, is provided by the UE to NW via over-the-air signaling.
· A model ID is assigned and signaled to UE.
· Step 3: UE indicates the support of the model to NW.


The model identification procedure (step 2) is the same for both B1-2 and B1-3. In our view, it is enough that meta information indicates any linkage between the old and newly available model, if needed. No need to discuss those two cases as separate identification types. 
[bookmark: _Toc149918910]The model identification procedure is the same for both B1-2 and B1-3. It is enough that such procedure indicates any linkage between and old model and newly available models. Therefore, B1-3 should not be considered further as a separate type. 

Type B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) indicated by NW
Type B1-4 [as described in the FL summary]
· Step 1:
· NW indicates time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) to allow data collection at UE.
· UE side trains a model based on the collected dataset during the time duration and regions.
· Step 2 (model identification)
· The existence of the new model, the associated time duration and region, along with meta information for the model, is provided by the UE to NW via over-the-air signaling.
· A model ID is assigned and signaled to UE.
· Step 3: UE indicates the support of the model to NW (e.g., in a UE capability report).


For this option, it is assumed that obtaining the additional conditions is part of the model identification itself. We disagree with that. How the model is trained and under what NW assumptions has no impact on the identification procedure. This is also confirmed by the similarity of step 2 in both B1-2 and B1-4. Also, the additional conditions obtained in step 1 as described here are only one possible form of NW assistance information. This assistance information can be part of the meta information as well. There is no need to introduce B1-4. 
[bookmark: _Toc149918911]B1-4 should not be considered further
Type B2-1: Used along with model transfer from NW to UE
· Type B2-1
· Step 0: UE indicates supportable model information to NW (e.g., model ID for which UE has capability to accept updated parameters from NW)
· Step 1: NW side (re-)trains a new model.
· Step 2 (model identification): NW transfers the new model to UE with a model ID.






For Type B2-1, the model identification would be part of the model transfer from NW to UE, where the NW would indicate a model ID for the model being transferred to the UE. The feasibility of model transfer is a separate discussion.
Type B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID associated with the underlying conditions and additional conditions for the indicated data collection.
· Type B2-2
· Step 1 (model identification): NW initiates UE(s) to collect dataset for model training and assign a model ID.
· Step 2: UE side trains a model based on the collected dataset.
· Step 3: UE indicates the support of the model to NW (e.g., in a UE capability report).


B2-2 and B1-4 share the same issue. How the model is trained and under what NW assumptions has no impact on the identification procedure. the additional NW assistance information can be part of the meta information provided by the UE during the identification of the model.
As seen, most of the newly added sub cases of model identification for B1, B2 are in fact different example scenarios for which model identifications can be used. Those scenarios are not impacting the model identification procedure but provide insights of what the model meta information the UE should provide when identifying the model, specifically the NW assistance information.
We propose to first focus on the already identified model identification Type A, B1, and B2. The clarification of B1 can be based on the sub-use case B1-2, and B2 on the B2-1 sub-use case. 
[bookmark: _Toc149918912]Do not create further sub-use cases for model identification,
[bookmark: _Toc149918913]Clarify Type B1 and B2 model identification as follows: 
· [bookmark: _Toc149918914]Type B1: used to identify a model available at the UE to the NW using over the air signalling.
· [bookmark: _Toc149918915]Procedure: The existence of the new model, along with meta information for the model, is provided by the UE to NW via over-the-air signalling. A model ID is assigned and signalled to UE.
· [bookmark: _Toc149918916]Type B2: used to identify a model that is transferred from the NW side to the UE. 
· [bookmark: _Toc149918917]Procedure: NW transfers the new model to UE with a model ID, along with meta information, if needed.

[bookmark: _Toc149918918]Capture the analysis in Table 4 for model identification types in the TR
[bookmark: _Ref149740377]Table 4: Analysis for the model identification types
	Model identification Type
	Steps
	Analysis 

	Type A
	1. A model ID is assigned offline, potentially during multi-vendor collaboration. 
2. The model ID as well as associated meta information is provided to NW (if applicable) without over-the-air signaling. 
3. UE capability is updated to include the model ID.
	· Demands a lot of offline co-engineering efforts to identify scenario specific models. This approach has scalability issues.   
· No need to standardize the model meta information.

	Type B1
	1. A model is trained at the UE side. 
2. The existence of the new model, along with meta information for the model, is provided by the UE to NW via over-the-air signalling. 
3. NW assigns a model ID and provides it to the UE.
	· Challenging to define and standardize the model meta information.
· Standardized approach can enable faster adoption of UE-sided scenario specific models.

	Type B2
	1. NW side (re-)trains a new model.
2. NW transfers the new model to UE with a model ID.
	· Model transfer feasibility is not clear.



Model based LCM
Functionality-based LCM, which relies on legacy like feature, would provide sufficient tools to manage the UE sided models. Model ID based LCM can be used as an add-on feature on top of functionality-based LCM targeting certain cases (model transfer or when model pairing is needed).
As compared to functionality-based LCM, it should also be noted that model ID/identification comes with additional complications that should not be undermined. Model identification Type A is based on offline co-engineering to align the AI capability understanding between the NW and UE which is believed to have scalability issues. Even though the detailed identification of the model/AI capabilities is not done over the air, some specification impact is still expected so the UE can indicate a reference to bilaterally agreed AI capability. On the other hand, Type B1/B2 avoids offline co-engineering, yet brings overhead, management complexity and specification impact. 
[bookmark: _Toc146898919][bookmark: _Toc149918894]Compared to functionality-based LCM, model-ID based LCM has more challenges and brings overhead, management complexity and specification impact.
Based on the above discussion, our proposal is to use the formulation from the discussions in 8-6d from RAN1#114. 
[bookmark: _Toc146898765][bookmark: _Toc149918919]Regarding functionality-based LCM and model-ID-based LCM:
· [bookmark: _Toc146898766][bookmark: _Toc149918920]Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· [bookmark: _Toc146898769][bookmark: _Toc149918921]Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits in the following scenarios:
· [bookmark: _Toc146898770][bookmark: _Toc149918922]UE side models with model transfer
· [bookmark: _Toc146898771][bookmark: _Toc149918923]Pairing of two-sided models (if model ID can also be interpreted as a pairing ID)

[bookmark: _Ref127440061]Model transfer/deployment feasibility
In this section, we discuss the implementation aspect observation in last meeting. This would be beneficial to include in the TR to provide some direction on the implementation aspects both at the NW-side and UE-side related to model transfer/delivery. 
	Proposed Observation 9-5c:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from the device implementation point of view from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· Model delivery/transfer mechanism, including the need/benefit of doing it over the air interface in a manner that is not transparent to 3GPP signaling, may be contingent on training entity, model storage entity, and delivery/transfer mechanism (CP/UP), and is outside the RAN1 scope.



A direction of the implementation feasibility of model transfer should be captured in the TR for shaping the future work for each identified case (Y,z1-z5). Our view is that from a RAN1 device perspective, the scenarios where the UE has designed and compiled the model should obviously be feasible. In the cases for a NW-trained and transferred model to the UE in open-format (case z3-z5), the implementation for such procedure is not straightforward. For example, even if the UE might receive a model of unknown model structure in case z5, the UE would still have possibility to prune and quantize the model to fit the model onto its hardware. The pruning of the model could potentially use the data collected at the UE, with the assumption that there will be proper testing of such optimized model. Our view is the following given the feasibility concerns on z3-z5: 
[bookmark: _Toc149918924]For model delivery/transfer to UE, from the device implementation point of view
· [bookmark: _Toc149918925]Case y, z1, z2: Model delivery/transfer to UE in a proprietary format is feasible from RAN1 perspective.
· [bookmark: _Toc149918926]Case z3, z4: Feasibility of parameter update of a known structure on a deployed model via model delivery/transfer in an open format from RAN1 perspective is unclear;
· [bookmark: _Toc149918927]Likely require advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
· [bookmark: _Toc149918928]Case z5: In addition to the challenges in z3, z4, requires device to support flexible model structures. 
· [bookmark: _Toc149918929]Likely require UE to optimize the received model to its hardware (e.g. model parameter pruning and quantization). This implies challenges to design proper testing to ensure model meets performance requirements after hardware optimization.
It is a heavy burden to 3GPP network to store, register, maintain, retrieve, and transfer UE models, since many different UE models are expected, considering factors like different UE vendors, different UE releases, different PHY functionalities, different deployment scenarios, etc. In our view, there is so far no compelling reason to store a UE’s model in 3GPP network, rather than in the UE’s server. For completeness, also NW-sided implementation aspects should be captured, our proposal is:
[bookmark: _Toc149918930]For model delivery/transfer to UE, from the NW implementation point of view
· [bookmark: _Toc149918931]Case y: Feasible from RAN1 perspective.
· [bookmark: _Toc149918932]Case z1, z2, z3: Challenging for the NW to host, maintain, and transfer excessive number of models possibly in device-specific format. Extensive bilateral collaboration needed to compile a NW-trained model into its proprietary format,
· [bookmark: _Toc149918933]Case z4: Challenging to define parameter updates suitable for all UE vendors,
· [bookmark: _Toc149918934]Case z5: Challenging to design models suitable for all UE vendors.
· [bookmark: _Toc149918935]Note that UEs might need to optimize the received model to fit onto its hardware. Challenging to define model testing after such optimization.

Monitoring of inactive models 

	Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.



The procedure of monitoring inactive models is in our view an implementation issue at the UE, whenever a UE is monitoring an activated model, the UE could also perform monitoring of any of its inactivated model. It is hence unclear why we need to study the monitoring of such inactive models in RAN1. 
[bookmark: _Toc146898784][bookmark: _Toc149918936][bookmark: _Toc146898787]Conclude that there is no specification impact related to the monitoring of UE inactive models
[bookmark: _Toc126848916][bookmark: _Toc126849024][bookmark: _Toc126849822]Conclusions
In the previous sections we made the following observations: 
Observation 1	It is up to each use case to identify additional conditions.
Observation 2	Additional condition can refer to that the UE trains scenario specific models, while the standard impact might require solutions to enable the consistency to inference, it is not the additional condition itself that is standardized.
Observation 3	In addition to NW/UE-sided additional conditions, there might be unknown changes in the propagation environment that can motivate the need for the approaches described for additional conditions.
Observation 4	When models are updated frequently, for example when models are (re) trained to scenario specific scenarios, it can be challenging as it demands a frequent co-engineering efforts.
Observation 5	If model identification is needed, Type B1-2 is suitable for indicating models that require dynamic adaptation of the functionality (models that are updated frequently, or models with limited applicability).
Observation 6	Compared to functionality-based LCM, model-ID based LCM has more challenges and brings overhead, management complexity and specification impact.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Conclude that that additional conditions are not standardized, however the approaches for handling the additional condition might need standard impact.
Proposal 2	UE possibility of sensing the environment should be considered while identifying the additional conditions,
Proposal 3	Capture the analyses according to Table 1
Proposal 4	For inference for NW-side models, to ensure consistency between training and inference regarding UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary):
•	Information and/or indication on UE-side additional conditions is provided to NW,
•	Consistency assisted by monitoring (NW monitors and switch models transparently to UE),
•	Other approaches are not precluded,
•	Note: it does not deny the possibility that different approaches can achieve the same function.
Proposal 5	When selecting an approach for “solving” additional conditions, consider the following factors:
	Proprietary/privacy information that cannot be disclosed,
	Signaling overhead (the amount of information needed in each approach to ensure consistency from training to inference)
	Use case performance requirements,
	Offline collaboration needed (e.g. the approach might need extensive offline inter-vendor collaboration)
Proposal 6	There are other alternatives that allow identifying UE sided models with over the air signalling that are less complicated than B1-1. B1-1 should not be considered further.
Proposal 7	Type B1-2 can be further considered. Reword B1-2 description as follows: “Used to identify a model available at the UE using specified list of parameters and candidate values.”
Proposal 8	The model identification procedure is the same for both B1-2 and B1-3. It is enough that such procedure indicates any linkage between and old model and newly available models. Therefore, B1-3 should not be considered further as a separate type.
Proposal 9	B1-4 should not be considered further
Proposal 10	Do not create further sub-use cases for model identification,
Proposal 11	Clarify Type B1 and B2 model identification as follows:
o	Type B1: used to identify a model available at the UE to the NW using over the air signalling.
	Procedure: The existence of the new model, along with meta information for the model, is provided by the UE to NW via over-the-air signalling. A model ID is assigned and signalled to UE.
o	Type B2: used to identify a model that is transferred from the NW side to the UE.
	Procedure: NW transfers the new model to UE with a model ID, along with meta information, if needed.
Proposal 12	Capture the analysis in Table 4 for model identification types in the TR
Proposal 13	Regarding functionality-based LCM and model-ID-based LCM:
	Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
	Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits in the following scenarios:
o	UE side models with model transfer
o	Pairing of two-sided models (if model ID can also be interpreted as a pairing ID)
Proposal 14	For model delivery/transfer to UE, from the device implementation point of view
	Case y, z1, z2: Model delivery/transfer to UE in a proprietary format is feasible from RAN1 perspective.
	Case z3, z4: Feasibility of parameter update of a known structure on a deployed model via model delivery/transfer in an open format from RAN1 perspective is unclear;
o	Likely require advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.
	Case z5: In addition to the challenges in z3, z4, requires device to support flexible model structures.
o	Likely require UE to optimize the received model to its hardware (e.g. model parameter pruning and quantization). This implies challenges to design proper testing to ensure model meets performance requirements after hardware optimization.
Proposal 15	For model delivery/transfer to UE, from the NW implementation point of view
	Case y: Feasible from RAN1 perspective.
	Case z1, z2, z3: Challenging for the NW to host, maintain, and transfer excessive number of models possibly in device-specific format. Extensive bilateral collaboration needed to compile a NW-trained model into its proprietary format,
	Case z4: Challenging to define parameter updates suitable for all UE vendors,
	Case z5: Challenging to design models suitable for all UE vendors.
o	Note that UEs might need to optimize the received model to fit onto its hardware. Challenging to define model testing after such optimization.
Proposal 16	Conclude that there is no specification impact related to the monitoring of UE inactive models
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