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Introduction
[bookmark: _Hlk30969022]Rel-18 study item of AI/ML for NR Air Interface focuses on a subset of three typical use cases: 
1. CSI feedback enhancement
1. Beam management 
1. Positioning accuracy improvement.
In RAN1#114 meeting, the group declared that the study on EVM of CSI, EVM of BM, EVM of Positioning, other aspects of BM, other aspects of Positioning were completed. In this meeting, there is agenda item (i.e., 8.14.3) with the aim to finalize TR conclusions and/or recommendations on the afore-mentioned topics. 
High-level conclusion/recommendation
[bookmark: _GoBack]Proposal 1 (Closed)
During the study item, the group selected and studied two representative sub use cases for AI-based beam management, analyzed different deployments of AI/ML model, identified the candidate solution(s) for each aspect and the potential specification impacts. The key output (e.g., agreements, conclusions, observations) have been captured in TR 38.843.
In RAN#101, RAN chair’s guidance for the planning of RAN release 19 was endorsed in RP-231540. According to this guidance, there will be 4 TU in RAN1 and 2 TU in RAN2 allocated for R19 WI of AI/ML for air interface. During RAN#101, there was also an “official offline session” for the discussion of R19 AI/ML WI, and the general direction supported by majority companies were captured in RP-232611 for R19 WI scoping. 
Based on the the output of study item we have achieved so far, the tdocs submitted to RAN#101, the output of RP-232611 and the TU allocation in RP-231540, the following recommendation is suggested for RAN1 discussion and approval:
Proposal 1: For AI-based beam management, from RAN1 perspective, the following BM-specific sub use cases and enhancements are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Enhancement to facilitate data collection for both UE-sided model and NW-sided model
· Note: Whether to support 3GPP mechanism(s)/procedure(s) for the transmission of collected data for UE-sided model to training entity or not is up to other WG(s). 
· Enhancement to facilitate model inference for both UE-sided model and NW-sided model
· Enhancement to facilitate performance monitoring for both UE-sided model and NW-sided model
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling for UE-sided model
· Enhancement to facilitate AI/ML functionality identification for UE-sided model
· Note1: Rel-19 will consider the justification/benefit for each detailed enhancement
· Note2: The list may be updated based on progress on other issues (e.g., model-ID-based LCM) 

Proposal 1A: For AI-based beam management, from RAN1 perspective, at least the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· 
· Signaling/mechanism(s) to facilitate LCM operations (e.g., activation/deactivation/fallback/switching) via 3GPP signaling for UE-sided model
· Signaling/mechanism(s) to facilitate activation/deactivation/fallback/switching of AI/ML operation via 3GPP signaling for UE-sided model

· Note: Rel-19 will justify the feasibility/necessity/benefit for each detailed design of signaling/mechanism



	Company
	Comment

	QC
	Regarding definitions of BM-Case1 and BM-Case2:
· BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams
The main differentiating factor between BM-Case1 and BM-Case2 is that for BMCase2, we predict into the future, whereas for BM-Case1 we do not. As written now, the differentiating factor tries to focus on “historic measurement results”, whereas we can have historic measurement results as input for BM-Case1 as well, while not predicting into the future. With this being said, we suggest updating the definition to:
· BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on (historic) measurement results of Set B of beams
· BM-Case2: Temporal Downlink beam prediction for Set A of beams in the future based on the historic measurement results of Set B of beams
Mod:  The definitions of BM-Case1 and BM-Case2 are copied from previous agreement. The easiest way is to reuse the agreed definitions. Let’s hear other companies’ view

The last two bullets regarding functionality are not specific to the BM use case, and the outcome of the 9.2.1 study (with regards to functionality/model identification and the related signaling) could be incorporated into the BM use case. However, we can include the specification effort to support AI/ML-based feature for BM use cases. Also, assistance information is missing from the Proposal:
Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.

Mod: 
· For the last two bullets, my original intention is to focus on BM-specific enhancement since the main bullet says “for AI-based BM”. One way to emphasize it may be to use some wording like “BM-specific enhancement”
· In my understanding, the assistance information is covered by the 3rd bullet “Enhancement to facilitate data collection for both UE-sided model and NW-sided model” as the afore-mentioned agreement says “Regarding data collection”

Therefore, we suggest the following update:
Updated Proposal 1: For AI-based beam management, from RAN1 perspective, the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on (historic) measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams in the future based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Enhancement to facilitate data collection for both UE-sided model and NW-sided model
· Note: Whether to support 3GPP mechanism(s)/procedure(s) for the transmission of collected data for UE-sided model to training entity or not is up to other WG(s). 
· Enhancement to facilitate model inference for both UE-sided model and NW-sided model
· Enhancement to facilitate performance monitoring for both UE-sided model and NW-sided model
· Enhancements related to assistance information for UE-side models
· Specification to support AI/ML-based feature for beam management
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling for UE-sided model
· Enhancement to facilitate AI/ML functionality identification for UE-sided model

Mod: The new added bullet “Specification to support AI/ML-based feature for beam management” seems too generic. In my reading, all the bullets except the first two belong to “Specification to support AI/ML-based feature for beam management”


	NTT DOCOMO
	Since it is difficult for UE to handle all existing beam patterns and NW deployments without any NW assistance in beam prediction, it is not reasonable to assume that UE can provide high beam prediction performance without assistance information in functionality-based LCM. Nevertheless, there are many concerns about the assistance information due to disclosing the proprietary information of NW deployments. In 9.2.1 (8.14.1), there is ongoing study of model ID-based LCM to enable scenario/configuration specific model operation without disclosing the proprietary information. If confirmed, model ID-based LCM is more promising for beam prediction. Given that situation, we think the following bullets should be deleted at this stage and come back to this discussion after sufficient 9.2.1 (8.14.1) study. 
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling for UE-sided model
· Enhancement to facilitate AI/ML functionality identification for UE-sided model

Mod: There seem different understanding on this issue. In my understanding, this issue can be revolved by training AI model based on the data collected from different scenarios/deployments. On the other hand, the “scenario/configuration specific” information is also discussed for functionality-based LCM, and it is not only for model-DI-based LCM. In order to address the concern, Note 1 is added. Please check whether it is acceptable 
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level


	Fujitsu
	Regarding the assistant information added by Qualcomm, we think the assistant information is applicable for both NW-side and UE side model. So, we could be fine with adding the bullet with the following modification.
Enhancements related to assistance information for both UE-side models and NW-side models
Mod: Please see the reply to QC
We are also fine with the suggestion from NTT DOCOMO regarding the last two bullets.
Mod: Please see the reply to DCM

	vivo
	We think it is sufficient to list only the first two sub-bullets for use case study, i.e., 
Proposal 1: For AI-based beam management, from RAN1 perspective, the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
For other sub-bullets, we can follow discussion in general framework or other WGs. There are further aspects to be discussed and determined in general framework or other WGs, e.g., model ID based LCM, model transfer/delivery, etc. Only to list these sub-bullets will be misleading in further RAN or other WGs. Anyway it will not convey too much information if it is not a full list.
Mod: From moderator’ perspective, this is not an efficient way to move forward. We can not suspend all the work just because one or two issues have not got consensus. Note2 is added to address the concern. Please check it whether is acceptable.   

	NEC
	We note that, in addition to functionality based LCM, model ID based LCM is still being discussed in 8.14.1. So, we have the similar view with NTT DOCOMO, i.e., remove the last two bullets.
Mod: Please see the reply to DCM

	HW/HiSi
	There is an overlap between the third bullet (“Enhancement to facilitate data collection”) and the fourth (“Enhancement to facilitate model inference”) and fifth (“Enhancement to facilitate performance”), respectively. Data collection can be applicable to e.g. inference and also to monitoring. Therefore, if e.g. an enhancement for inference would be specified (e.g. reporting more than 4 RSRPs in one instant), an enhancement for data collection would automatically be fulfilled as well. We think it would be clearer to reformulate the proposed bullets in a manner that they address separate non-overlapping issues. E.g., we can say “data collection for training, monitoring, and inference”
Mod: During the SI, we can see that there more aspects other than data collection for inference and monitoring. Thus, there seems no harm to keep separate bullets.

Considering the agreements achieved during the SI, we think it is too early to recommend enhancements on these LCM procedures. Agreements/Observations/Conclusions from Cat1,3 and 4 all contain wording such as “potential”, “necessity” or “benefits”. Also for Cat2 almost all agreements include “potential” in their wording or do not mention a specification impact. We may need to first confirm these “necessity/feasibility/potential” in R19.
Mod:  Yes, there are many agreements/conclusions with “necessity” or “benefits”. In my understanding, there is some spec impact is needed for sure. For example, reporting more than 4 beams for NW-side model and indicating of the associated Set A from network to UE for UE-side model. The related agreement doesn’t include the study of “necessity”.  The bullets saying “enhancement to facilitate …” doesn’t indicate R19 will specify all the enhancement discussed in SI. It just says that we need to do something. Note 1 is added. Please check whether it is acceptable
For the “Note” on data collection for UE side model to training entity, our thinking is that the recommendation should be based on the outcome of all WGs. Since this part is more appropriate to be discussed by RAN2, we can wait for RAN2 outcome and do not need to mention it for the time being.
Mod: We have “from RAN1 perspective” in the main bullet. 
Based on the above discussion, we suggest to modify the proposal as follows:
Proposal 1: For AI-based beam management, from RAN1 perspective, the following are recommended for normative work 
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Study and if necessary specify enhancements for the LCM procedures
· Data collection for training, monitoring, and inference for both UE-sided model and NW-sided model
· Activation/deactivation/fallback/switching of AI/ML functionality for UE-sided model
· AI/ML functionality identification for UE-sided model
· Enhancement to facilitate data collection for both UE-sided model and NW-sided model
· Note: Whether to support 3GPP mechanism(s)/procedure(s) for the transmission of collected data for UE-sided model to training entity or not is up to other WG(s). 
· Enhancement to facilitate model inference for both UE-sided model and NW-sided model
· Enhancement to facilitate performance monitoring for both UE-sided model and NW-sided model
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling for UE-sided model
Enhancement to facilitate AI/ML functionality identification for UE-sided model

	Spreadtrum
	We would like further clarification on the sub-bullet containing “enhancement”. Whether “enhancement” is enhanced based on the SI phase or an enhancement for existing spec needs to be clarified.
Mod: My understanding is that we studied some potential enhancement in SI and R19 will down-select/specify something based on the output of SI on top of R18 spec.

	ZTE
	Generally fine. We prefer not to mention assistance information in the bullet as its necessity is still doubtful, and it can be considered to have been included in the enhancement to facilitate data collection, model inference, or performance monitoring. In addition, the second to last bullet can be deleted if there is no BM-specific aspects identified.
Mod: please see the reply to QC

	CATT
	During the SI, we also discussed some potential enhancements if AI/ML-based BM is supported, e.g. potential enhancements of beam indication. This potential enhancement is not belong to any LCM procedure of the AI/ML model.
Therefore, we suggest add the following bullet:
Enhancements to support AI/ML-based  beam management other than the LCM procedure of AI/ML.
Mod: Understood the intention. However, the current wording is too inclusive as it can indicate many other enhancements not discussed in SI. In my understanding, the above-mentioned “beam indication” is the subsequent operation of model inference. We can consider it is included in the 4th bullet as we discussed this issue under “inference” during the SI.  

	Mod
	The replies are added in each row.
The proposal is updated based on the comments.  (highlighted by Yellow)

	LG
	Fine in general. We are not supportive on the updated parts(in yellow). If there is some controversy, one simplest way may be to focus on the first two bullets as Vivo commented. To my understanding, there is no critical difference whether to include other bullets or not as they are general aspects across all use-cases.

	Samsung
	Echo the comments from HW that the last few bullets are somehow overlapped and are to necessary to spell out in details. Since it is still controversial to capture the details of LCM, we suggest the high-level recommendation as follows.
Proposal 1: For AI-based beam management, from RAN1 perspective, the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· Enhancement to facilitate DL Tx beam prediction for both UE-sided model and NW-sided model
· Enhancement to facilitate data collection for both UE-sided model and NW-sided model
· Note: Whether to support 3GPP mechanism(s)/procedure(s) for the transmission of collected data for UE-sided model to training entity or not is up to other WG(s). 
· Enhancement to facilitate model inference for both UE-sided model and NW-sided model
· Enhancement to facilitate performance monitoring for both UE-sided model and NW-sided model
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling for UE-sided model
Enhancement to facilitate AI/ML functionality identification for UE-sided model

	InterDigital
	We propose the following update. 
For AI-based beam management, from RAN1 perspective, the following BM-specific sub use cases and enhancements are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Enhancement to facilitate data collection for both UE-sided model and NW-sided model
· Note: Whether to support 3GPP mechanism(s)/procedure(s) for the transmission of collected data for UE-sided model to training entity or not is up to other WG(s). 
· Enhancement to facilitate model inference for both UE-sided model and NW-sided model
· Enhancement to facilitate performance monitoring for both UE-sided model and NW-sided model
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling for UE-sided model
· Enhancement to facilitate AI/ML functionality identification for UE-sided model
· Note1: Rel-19 will consider the justification/benefit for each detailed enhancement
· Note2: The list may be updated based on progress on other issues (e.g., model-ID-based LCM) 

	Ericsson
	In general, fine with the proposal. We can be ok to keep the proposal generic as proposed by Vivo, Samsung and others. The main importance is that we provide a recommendation that the BM use case can be proceeded into a normative phase. The controversial sub-bullets can be condensed into the following proposal to address above concerns.
Proposal 1: For AI-based beam management, from RAN1 perspective, the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Signaling/Mechanisms to facilitate data collection, model inference, model training and model monitoring.

	Xiaomi
	We are general ok with this proposal and suggest the following update to the lase two sub-bullets.

· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML model and/or functionality via 3GPP signaling for UE-sided model
· Enhancement to facilitate AI/ML model and/or functionality identification for UE-sided model
 

	Mod
	Based on the inputs and some offline discussion, Version 1A is suggested for the offline session
· As many companies (e.g., QC, DCM, Fujitsu, vivo,…) have comment on the last two bullets, there are removed in Version 1A.  We can discuss them later (if needed)
·  The 3rd, 4th and 5th bullets are merged in order to simplify the proposal 
· Some companies (e.g., Spreadtrum, Apple) prefer no to use “enhancement”. Thus, Version 1A use the wording “signaling/mechanism(s)” 
· Some companies (e.g., Huawei, SS) thought some mechanism/signaling were studied (including necessity/feasibility/benefits) but no conclusion in SI. A note is added to emphasize R19 will do the responsibility for each detailed design. 

@QC: The definition of BM-Case1 and BM-Case2 are not updated as many companies seem not willing to change previous agreements
@QC, Fujitsu, ZTE: In my understanding, the discussion of assistance information can be covered by the 3rd bullet of Version 1A. Whether Rel-19 will introduce some kind of assistance information or not is up to the WI discussion
@IDC: In RAN plenary, when one company suggested to remove “beam pair prediction” in the session chaired by Xiaodong, no one company had different view and all companies accepted the suggestion. Thus, my suggestion is that RAN1 recommendation is to be aligned with the direction of RAN plenary.



	Mod
	A working assumption was agreed in Tuesday online session



Some remaining issues that lack conclusion/agreement
Issue 1: Common understanding of NW and UE for DL Tx beam prediction
· There are about 10 companies supporting enhanced mechanism to ensure the common understanding of NW and UE for DL Tx beam prediction
· On the other hand, there are also about 10 companies not supporting it as most of them think there is no issue
Issue 2: Support of DL Tx beam pair
· It seems the situation has not been changed
Mod’s assessment
Moderator’s assessment: As the group have spent lot of time and great efforts on these issues and no consensus has been achieved so far, spending more time/efforts on the “official discussion/ summary input” seems not very helpful. Thus, the proponents are encouraged to convince other companies by more offline discussion. From moderator’s perspective, there is NO plan to discuss this issue unless the group achieve consensus based on offline coordination/discussion. 
	Company
	Comment

	QC
	OK

	Fujitsu
	Thanks Moderator for the efforts.
We have one question for clarification. What’s the exact meaning of “Common understanding” in Issue #1?
Mod: There seem some slight differences on the understanding of companies. In my understanding, the motivation of “common understanding” is to avoid the mismatched cases, e.g., training is based on random Rx, but the inference is based on the best Rx, or vice versa. 

	HW/HiSi
	Ok

	LG
	Fine with the direction. This can be discussed in WI phase.

	InterDigital
	Fine

	Ericsson
	OK




Comments on the existing agreements/conclusions/observations
The existing agreements/conclusions/observations can be grouped to different categories. In this section, some background and assessment are provided for each category. 
Cat1: Study potential spec impacts including feasibility/necessity/benefit
In general, there are many proposed options for each topic (Candidate list X). During the SI, some of them are supported by most companies whereas the others are only supported by a limited number of companies. Thus, the group agreed to study a sub set (Candidate list Y). Meanwhile, there were still some companies have concerns on some options in list Y and the study of feasibility/necessity/benefit is added as a compromise. 
For example, there might be 7~10 different information (list X) proposed by companies for the UE reporting for UE-sided AI model of BM-Case1. After the lengthy discussion of several meetings, the group agreed to study some of them (List Y). The “equivalent version” of the related agreements are as below:
(Version A)  For UE-side AI model for BM-Case1, study the potential spec impact on the following aspects
· Predicted beams
· Predicted L1-RSRP  (including the study of feasibility/necessity/benefit)
· Confidence/probability  (including the study of feasibility/necessity/benefit)
The first bullet is supported by all companies. The 2nd and 3rd bullets are supported by majority companies but there are still some company(ies) not supporting it.  Some similar wording is also used for other agenda items, e.g., “xxx are identified if beneficial and necessary”.
Companies’ views on Version A are different
· [in letter] Some companies think the above agreement only identified the study area and no conclusion for this topic so far. 
· [in spirit] Some other companies think the above agreement has selected 3 types of information out of 7~10 candidates and it is a key output of the study.  Any further potential down-selection can be done during the WI phase. 
Many agreements similar to Version A can be found in 9.2.1, 9.2.2.2, 9.2.3.2 and 9.2.4.2. Thus, it would be beneficial to have common rule(s) for all sub agenda items, e.g., whether to make conclusion support Predicted L1-RSRP or not in study item? Or leave it to WI? 
Moderator’s assessment:  The agreements of this category have essentially identified some potential candidates for further enhancement. Whether these identified candidates will be specified or not can be discussed in WI.

Cat2: Study potential spec impacts without feasibility/necessity/benefit
Let’s reuse the afore-mentioned example as below:
(Version A)  For UE-side AI model for BM-Case1, study the potential spec impact on the following aspect
· Predicted beams
Companies’ views on Version A are also different
· [in letter] Some companies think it only identified the study area and no conclusion for this topic so far. Thus, they suggest Version B as the final agreement for this issue in SI
· [in spirit] Some other companies think the above agreement has selected information out of 7~10 candidate, and the detailed spec impact can be discussed in WI. They think the wording change of version B is minor. Some company thought Version B is not accuracy.  
(Version A -> Version B)  For UE-side AI model for BM-Case1, study the potential spec impact is identified on the following aspect
· Predicted beams
Moderator’s assessment:  There seems no much difference between version A and version B. As it is the SI extension, this kind of updating seems not providing much additional value.

Cat3: Agreement/Observations including the wording “proposed/identified by companies”, “have been studied”
In the last meeting, some new wording were agreed in agreement/observations as a compromise in AI 9.2.2.2, 9.2.3.2 and 9.2.4.2, e.g., “proposed by companies”, “identified by companies”, “have been studied”. How to deal with these agreements/observations should follow a common approach among different agenda items.
Moderator’s assessment:  We can keep it as it is.

Cat4: Some FFS part depending on the progress of the “Big issues”
Some FFS part is still kept open. However, some of them depend on the progress of other topics. For example, there is an FFS part for the support of model transfer of BM cases. However, it seems impossible to achieve any progress unless some progress is made in AI 8.14.1 or RAN2. 
Moderator’s assessment:  We can wait for the progress of other agenda item or WG and then decide whether we need to make any conclusion/agreement for some FFS part.

 Summary
Mod’s assessment
Based on the above discussion, there seems no need to refine/update the existing agreements/conclusions/observations in the current stage. If there are some new justification identified later, then the group can check it and decide what/how to do. 
If some company(ies) has different view(s) or some other suggestion(s), please provide input in the table.
	Company
	Comment

	CATT
	For Cat 1: Many agreements can be categorized into Cat 1. Some of them rely on the evaluation results to justify the feasibility (e.g., the performance monitoring metrics of Alt3/Alt4), and some of them do not need the evaluation for justification (e.g., UE reporting for UE-sided AI model of BM-Case1). For the former, these details can be discussed in WI, and for the latter, it is better to make conclusion in SI.
For Cat 2: Prefer version B, it is more formal way to capture in TR.
For Cat 3&Cat 4: Agree with FL.

	LG
	We agree that existing agreements/conclusions/observations should not be modified at this stage. If there are some issues on readability of the TR, we can directly discuss TR modification proposal. 

	InterDigital
	Fine

	
	



Summary of discussion
1st online session
Proposal 1B: For AI-based beam management, from RAN1 perspective, at least the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Signaling/mechanism(s) to facilitate LCM operations (e.g., activation/deactivation/fallback/switching) via 3GPP signaling for UE-sided model
· Note: Rel-19 will justify the feasibility/necessity/benefit for each detailed design of signaling/mechanism



Appendix: Agreements/Conclusions/Observations
RAN1#114bis
Working Assumption
For AI-based beam management, from RAN1 perspective, at least the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling for UE-sided model

RAN#114
Conclusion
Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified by companies for overhead reduction 
· the omission/selection of collected data 
· the compression of collected data
· Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.
· Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions
· Note 3: UE complexity and power consumption should be considered.

Observation
At least for BM-Case1 with a UE-side AI/ML model, for AI model inference, the legacy TCI state mechanism can be used to perform beam indication of beams

Observation
Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following reporting signaling for beam-specific aspects maybe applicable: 
· L1 signaling to report the collected data 
· Higher-layer signaling to report the collected data 
· At least not applicable to AI/ML model inference
· Note1: higher layer signaling design is up to other WG(s)
· Note2: Whether each signaling applicable to each LCM purpose is a separate discussion
· Note3: The legacy signaling principle (e.g. RSRP reporting for L1) can be re-used

Observation
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, the following table is identified
	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER

	Alt.3: Performance metric based on input/output data distribution of AI/ML
	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 

	Applicable to all studied AI models 
	Applicable to all studied AI models 
	Applicable to all studied AI models
	May not applicable to some implementation of AI model (e.g., not output of predicted L1-RSRP)

	Reflect the prediction accuracy of AI model

	Reflect the system/link performance
	Reflect the change of the statics of the input/output data 
	Reflect accuracy of the predicted 1-RSRP

	Not reflect the system/link performance directly
	Not reflect the prediction accuracy of AI model directly
	Not reflect the prediction performance of AI model directly

Not reflect the system/link performance directly
	Not reflect the system/link performance directly



Note1: The above analysis shall not give an indication about whether/which metric is supported or specified  
Note2: Monitoring performance of the above alternatives are not touched in the table

Observation
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, consistency / association of Set B beams and Set A beams across training and inference is beneficial from performance perspective.
· Note: Whether specification impact is needed is a separate discussion.
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Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· FFS: definition of an event and the performance metric(s) used to identify it
· Indication from NW for UE to do LCM operations 


Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the necessity and potential spec impact(s) of the mechanism that facilitate UE to detect whether the functionality/model is suitable or no longer suitable. 


Conclusion
For the study of DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, RAN1 has no consensus to support the reporting of the predicted Rx beam(s) (e.g., Rx beam ID, Rx beam angle information, etc) from UE to network.

Agreement
For BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Reporting information about measurements of multiple past time instances in one reporting instance for BM-Case2 
· Note: only applicable to network-side AI/ML model
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead

Agreement
For BM-Case1 and BM-Case2, study necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· How to perform beam indication of beams in Set A not in Set B  
· Note: the legacy mechanism may be sufficient


Agreement
Regarding data collection for BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the benefits, necessity and potential specification impact of the following aspect on top of those we have agreed in previous meeting:
· Assistance information from NW to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of data
· The assistance information should preserve privacy/proprietary information.

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) at least from the following aspects:
· information regarding model inference 
· Set A / Set B configuration
· performance monitoring
· data collection
· assistance information

RAN1#112bis-e
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details

Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options

Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 

Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded. 
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Conclusion
For the sub use case BM-Case1 and BM-Case2, “Alt.2: DL Rx beam prediction” is deprioritized.
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).

Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement

Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded
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Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side

Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signaling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered.

RAN1#110bis-e
Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2

Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model

Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information

Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
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Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.

Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact

Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output
RAN1#109-e
Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies

Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies

Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Conclusion
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.

Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact

Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

