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Introduction
In this contribution, we discuss the remaining issues on the general aspects of AI/ML (stated also in the SI [1]) with respect to air interface based on the agreements from RAN WG#1.
[bookmark: _Hlk510705081]Discussion
[bookmark: _Ref117506594]Functionality and Model identification
	Agreement from RAN1 #112
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 

Agreement from RAN1 #112
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement from RAN1 #112bis-e
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
				
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model  may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
		
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion​ from RAN1 #112bis-e
· From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.​
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement from RAN1 #113
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary
Agreement from RAN1 #113
For functionality/model-ID based LCM,
o Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement from RAN1 #113
Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
 
o FFS: applicability to model identification, Type A, type B1 and type B2
§ FFS: Using a procedure other than UE capability report
o Note: model identification using capability report is not precluded for type B1 and type B2

Agreement from RAN1 #113 
Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature







The previous working assumption and the agreements in RAN1#112 [2], RAN1#112bis-e [3], RAN1#113 [4] and RAN1#114 [5] have introduced and agreed on the use of two different ML-related identification types: Functionality identification and Model identification. These agreements define to a very large extent the 3GPP framework of AI/ML for Rel-18. Figure 1 illustrates the usage of Functionality defined by conditions information, as the main scope of the RAN WG1 specification in Release 18.
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[bookmark: _Ref118389082]Figure 1: ML-enabled Feature: Proposed relationship between ML-enabled Feature/FG, ML Functionalities enabled by configurations based on conditions (conditions indicated by UE capability), as the main scope of the RAN WG1 specification in Release 18.

Conditions & Additional conditions
RAN1#112bis [2] has discussed conditions & additional conditions, and agreed on: 
	Agreement from RAN1 #112bis-e
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
				
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model  may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature /FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
		
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
· 



Conditions 
As the RAN1 agreement above states, it was left for FFS to identify the conditions for supported functionality/functionalities of a given sub-use case (ML-enabled feature). In Functionality identification and functionality-based LCM, knowing the UE conditions (including parameters/configurations) is required at the network as the first step prior to any other step, as this shall reveal the background conditions when using ML models for supporting a given ML-enabled feature. These conditions may depend on different sub-use cases, but we expect that at least a common set of conditions (i.e., the definitions of the parameters are common, but the parameter values might be different depending on the Functionality or Feature) can be derived across all sub-use cases that are under discussion in Rel-18.
In Figure 1 we show the potential use of the conditions. Each Functionality can be identified by a subset of conditions, which does not prevent individual conditions from being re-used in different sets and/or different Functionalities. For few examples sub-use cases, a possible list of conditions that enable functionality identification/LCM is provided in the Annex. 
Next, in Table 1, we provide a framework for identifying a common set of conditions which can be derived across all sub-use cases that are under discussion in Rel-18.
Table 1: Framework for conditions for all ML-enabled use cases/Features
	Condition
	Description

	1. Conditions on inference (use case specific) 
	Indicates the capabilities associated with configurations/parameters (use-case specific) for functionalities of ML-enabled feature.

	2. Conditions on performance monitoring (use case specific) 
	Indicates UE support for NW-sided functionality monitoring, and conditions on related configuration options for functionality performance monitoring. 
If applicable, indicates UE support for UE-sided functionality performance monitoring, and conditions on feedback/reporting (triggers, events, proxy KPIs, reporting mechanisms, etc.)

	3. Conditions on functionality configurations (generic) 
	Indicates the max number of configured/activated functionalities, delays in activating/switching of functionalities, and Generalization condition of functionalities

	4. Conditions on functionality validation procedure (use case specific)

	Indicates UE support for Functionality validation procedure (NW-initiated, UE-triggered). 
Indicates conditions for validation procedure (delays, measurement configurations, reporting configurations) 

	5. Conditions on supporting fallback (use case specific)
	Indicates UE support for one or more fallback features (triggers/events, delays, etc.)

	6. Context information (use case specific) – part of additional conditions
	If applicable, indicates UE support for monitoring and reporting conditions for UE-side inference context e.g., radio KPIs not explicitly linked to the ML Functionality, and/or non-radio metrics (position, movement, temperature, etc.)



Proposal 1: For UE-side models and UE-part of two-sided models, the conditions for AI/ML-enabled features shall contain the following (see Table 1), 
· Conditions on inference (use case specific) 
· Conditions on performance monitoring (use case specific) 
· Conditions on functionality configurations (generic) 
· Conditions on functionality validation procedure (use case specific)
· Conditions on supporting fallback (use case specific)
· Context information - part of additional conditions (use case specific)

RAN1#112-bis-e agreed that the conditions are reported in the UE capability reporting. As shown in Tables 2, 3 and 4 in Annex, the conditions are more similar to UE feature group (FG) components in the legacy UE capability reporting framework. 

Observation 1: RAN1 agreed that conditions associated with an ML-enabled feature are reported via UE-capability reporting.

Additional Conditions 
As the RAN1 agreement above states, both functionality and model identification had some text related to additional conditions. In general, these additional conditions were referred to as variables/parameters/assumptions that are associated with background ML model(s) used for an ML-enabled feature. The discussion on additional conditions mainly came up due to the generalization performance issues of the models and related evaluations observed in RAN1. From many company views, generalization issues can often be resolved by using multiple models that are associated with certain assumptions on additional conditions. Therefore, it may sound reasonable to refer to these additional conditions as variables that a model has to deal with in realistic deployments and these variables are not feasible to address by defining them in the specs. 
Also, based on the above-stated RAN1 agreement, these additional conditions are not assumed to be reported in the UE-capability reports in an explicit manner. If certain additional conditions can be reported in the capability report, those can be considered as “conditions” according to the above-stated agreement. 
Observation 2: Based on the RAN1 agreement, additional conditions are not explicitly reported in the UE-capability signalling. Any additional conditions that fit the UE-capability signalling can be referred to as a “condition” and can be used in the functionality identification. 
Even though there were many discussions or texts referring to additional conditions, there was no clear definition that agreed in RAN1. The following examples were mentioned by companies as additional conditions,  

Examples of Additional conditions: 
· Training dataset information
· Site-related information (e.g., scenario, location/TRP/area information, beam direction/codebook information)
· Time-related/Timestamp information
· gNB implementation information (explicit or implicit details for specific gNB implementation details)
· UE implementation information (explicit or implicit details for specific UE implementation details)
· Statistical information (like delay spread, angular spread, and LOS/NLOS data)
· Speed and range of speed information

However, it was not clear to RAN1 the level of radio resource control that NW can have by knowing these additional conditions in explicit form. By looking at the list of example additional conditions above, it should be clear that accurately describing these additional conditions (for model identification or functionality LCM) in the specifications (to enable configurations related to additional conditions) will be challenging. 

Observation 3: Even in the cases that may have the need or benefits of identifying additional conditions, specifying details on additional conditions is a challenging task and creates a huge impact on the specification. 

Proposal 2: For a ML-enabled feature, RAN1 to clarify that any ML model related variable/assumption/parameter that is not explicitly specified (including the case that it does fit into the UE-capability signalling framework) can be referred to as an additional condition. 

Proposal 3: RAN1 does not specify additional conditions. 


Relationship of Functionality-based LCM and model-ID-LCM 
In RAN1 discussions, companies preferred different methods of specifying AI/ML framework and had various assumptions on how the ML-enabled features shall be supported. For example, many companies view functionality identification and functionality LCM as the baseline and shall be the only mode that is needed to support an AI/ML-enabled feature, and few companies argue about the limitations that it may have when supporting a ML feature with a good performance. Moreover, a small set of companies still believe that the model-identification and model-ID-LCM shall also be a baseline and can work independently from the functionality framework. Overall, to avoid these confusions, RAN1 shall summarize all sensible options that were agreed in RAN1 or discussed by companies to make the discussion smoother in the upcoming meeting. We think that the following way of categorizing the modes can be useful for the discussions of which of these modes are applicable for a given sub-use case. 
Mode 1: Functionality Identification/LCM. 
As agreed in RAN1, the main purpose of defining conditions and reporting conditions to the network is to configure the UE with one or more functionality to operate/control AI/ML-enabled features. RAN1 agreed that “Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.” We interpret this according to the following, 
· Functionality: NW-configured functionality based on UE-reported conditions 
· Functionalities (one or more) are created as the network prefers (similar to many other RRC/LPP configurations in NR) based combination of conditions (at least the parameter combinations). Each functionality may refer to an RRC/LPP configuration that refers to the selected/configured condition using the ML-enabled feature. 
· Conditions are reported via UE capability reporting. 
· If there is more than one functionality, those are identified by an RRC (or LPP) ID or mode (similar to legacy). 

RAN1 further agreed that “Conclude that applicable functionalities/models can be reported by UE” for an open point RAN1 had on “Study necessity, mechanisms, after functionality identification, for UE to report update on applicable functionality(es) among functionality(es), where the applicable functionalities may be a subset of all functionalities”. 

· Applicable functionality: After functionality identification (i.e., after NW-configure functionalities), UE can report the applicable functionalities.
· the method of reporting these was not discussed in RAN1 and can be considered in the WI if needed. 

Observation 4: For UE-side models and UE-part of two-sided models, RAN1 agreed that the network configures functionalities to the UE with each functionality referring to a configuration message (e.g., RRC or LPP) that contains network-selected conditions (according to the UE capability).  

Observation 5: For UE-side models and UE-part of two-sided models, RAN1 agreed that after functionality identification (i.e., after UE capability reporting and functionality configuration(s) are available at the UE), support reporting methods of applicable functionalities.   
Similar to any legacy NR feature supported by 3GPP, which has UE-capability signalling and NW configuration to enable the feature, Rel-18 ML sub-use cases can also be supported based on the functionality identification (UE-capability of reporting conditions and NW configurations based on that) and related functionality LCM procedures (very similar to activation/switching/deactivation/selections signalling supported in NR for legacy features). Therefore, there should not be any valid reason to disagree that the functionality identification and functionality LCM are the baseline of any ML-enabled feature.  

The problem of model generalization was mentioned by several companies to highlight that functionality framework alone may not be sufficient to support a ML enabled feature. However, these can be resolved by following means still within the functionality framework. 
· Option 1: Monitor/Validate functionalities. 
When NW configures a functionality, it sounds feasible to assume a validation/monitoring time duration prior to fully using it for full-blown inference operation. Then, NW knows whether a functionality can be used towards the UE and this time duration of monitoring also allows UE to select a matching model to support the functionality. This makes sure additional conditions are checked and UE knows which model to be used. 

· Option 2: Reporting applicable functionalities. 
RAN1 already agreed that the UE can report the applicable functionalities. With this option, as UE can report which functionalities are applicable (e.g., depending on background models), the UE can resolve any generalization issues by selecting the functionalities that they can use for a given set of additional conditions.  Here, the UE may or may not require additional time duration for monitoring before it can report the applicable functionalities. This does not lead to functionality reconfiguration and is only considered in the functionality LCM procedures. 

· Option 3: UE handles generalization issues
For certain use cases, it may be feasible to have good enough performances by letting UE develop robust models for different additional conditions and letting UE rely on implementation means to monitor background models to select matching models transparently to the NW. For such operations, there is no need for additional considerations on top of the basic functionality framework. 

Observation 6: For ML-enabled functionalities/features associated with UE-side models and UE-part of two-sided models, functionality identification and functionality-based LCM can work without any additional considerations on model identification. Additional conditions can be handled by the means of, 
· Validating/monitoring functionalities 
· Reporting applicable functionalities 
· UE implementation solutions (e.g., model generalization, transparent ML-model-LCM) 

Proposal 4: For ML-enabled functionality/feature associated with UE-side models and UE-part of two-sided models, functionality identification and functionality-based LCM are considered as the baseline. 

Proposal 5: RAN1 to note that the additional conditions (if any) can be handled by validating/monitoring functionalities (e.g., monitoring performance for an inactive and/or active functionality), reporting applicable functionalities, and UE implementation solutions e.g., generalized models for UE reported conditions, without fully relying on model identification. 


Mode 2: Functionality identification/LCM and Type A model identification
For the model identification and model-level LCM, the following was agreed in previous RAN1 meetings, 

	Agreement from RAN1 #113
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement from RAN1 #114 
Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.​
· FFS: Using a procedure other than UE capability report​
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.





On this functionality-based LCM and model-ID-LCM, RAN1 #114 meeting discussed the following, 

	Proposed conclusion 8-6d:
· Functionality-based LCM is the common baseline of the two LCMs in that it enables functionality-level management of AI/ML operations by NW for UE-side and two-sided models
· Model-ID-based LCM additionally provides model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios
· UE side models with model transfer
· Pairing of two-sided models
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations




As in the above agreements, once the models are identified by offline means, the UE can report the supported models via UE-capability signalling. Based on this offline model identification assumption in RAN1, model-associated conditions (conditions + additional conditions) are known to the network, and this would allow the network to associate functionalities to UE-supported ML models (e.g., based on conditions). The functionality configuration(s) can also be used to configure/indicate model-IDs that the UE shall use when supporting a ML-enabled feature and therefore may not be a separate model-ID-based LCM on top of the functionality LCM required. Anyways, this may depend on the number of UE-sided models that are related to a given functionality/feature and the signalling flexibility that NR wishes to have on functionalities and models. As RAN1 currently considers other aspects such as model transfer and update, some aspects related to model-ID-LCM may be needed if those are not fully addressed by the functionality-based-LCM procedures.  


Observation 7: Via offline model identification and UE-capability report indicating model-ID(s), the NW may be aware of potential additional conditions, and this knowledge could allow, in principle, more flexibility in the configuration options for the logical ML model(s) (combination of one or more physical ML Models) supporting a ML Functionality. 

Observation 8: For the case of offline model identification and UE reporting model-ID(s) via UE-capability signalling, as UE-capability reported details are considered in the functionality configurations and functionality-based LCM, a need to define a separate model ID-based LCM procedure is unclear. Signalling-wise, model ID-based LCM can be considered as a more granular mode of operating with functionality-based LCM.  

Going back to the discussions in Section 2.1.2.1 and the FL proposal, it should be noted that the functionality identification and functionality-based LCM shall be the baseline mode of operation. Model identification Type A and associated model ID-based LCM procedures may only provide additional means of identifying additional conditions if/when needed. As mentioned before, model-ID indicated in the UE-capability (model-ID can be treated as a condition) can also be used in the functionality-based LCM procedures. For example, when two-sided solutions (models) are considered, the UE shall report which model-ID(s) they support such that NW can configure the UE to operate with a matching UE part model for a specific encoder-decoder pair. Even though the model-ID is referred to in functionality, it is just a configuration parameter that NW uses to align encoder and decoder models. For these purposes, RAN1 does not have to consider any separate model ID-based LCM as the same outcome can be achieved by functionality configurations and functionality-based LCM.  

Proposal 6: For the case of offline model identification and UE reporting model-ID(s) via UE-capability signalling, 
· Functionality identification and functionality-based LCM shall be the baseline to be specified in RAN1 (and RAN2). 
· No separate Model ID-based LCM procedures may be needed as any model ID-related configurations/indications can be handled within the baseline functionality identification and functionality-based LCM, e.g., Functionalities (NW configurations) can include model-ID(s), and the functionality LCM can indirectly handle model-ID-LCM.  
· If/when the model ID-based LCM is related to other aspects, e.g., model updates/transfer, that shall not be mixed up with the basic framework of supporting ML-enabled functionality/feature. 


Mode 3: Functionality identification/LCM and online model identification.
Compared to the above sections, the details of online model identifications are less mature in RAN1 discussions. 
	Agreement from RAN1 #113
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately



There can be different ways to address online model identification, and some of these options were mentioned/discussed in the previous RAN1 meeting. As most of these were not documented, it would make sense to list the options in RAN1 agreements such that TR and other WGs could refer to them.  
Option 1: Model identification via measurement configurations (or via data collection process)
There were some discussions in the RAN1 #114 meeting that model identification can be related to data collection procedures, for example, online model identification can be associated with a measurement configuration(s) or data collection process that is applicable to the UE. It was not fully clear whether such a mode of model identification is a Type B1 and Type B2 category as the difference between Type B1 and B2 is a bit vague in the RAN1 discussion. 
In the use-case level discussions, related enhancements on measurement configurations for an ML-enabled feature in various purposes like model training, model update, performance/model monitoring/assessments, and inference were discussed. For example, the NW can configure the UE with a configuration that allows data collection, wherein the data collection is based on the DL RS measurements (e.g., CSI-RS measurements). 

For online model identification purposes, the NW can configure each RS measurement configuration to carry an identifier that can be referred to by the UE for data collection categorization. Based on the DL RS receptions, the UE may collect data samples for each configuration or data collection process and the UE evaluates the data samples (or datasets) collected under each configuration or data collection process. The UE may monitor/assess the background ML models (or even train/update a model) and the UE can relate configurations or data collection process-related identifiers and report it back to the NW. It may be feasible to assume this reporting to carry a model-ID where the UE’s can also report associated measurement configuration or data collection process identifiers that relate to the model-ID. When the UE reports the model-ID(s) and information about how each of the model-ID is associated with one or more measurement configurations or data collection processes, the NW can relate the NW-side additional conditions (NW assumptions) used when transmitting DL RSs in the measurement configurations or data collection process. This allows implicitly relating model-ID with any assumptions on additional conditions that are assumed by the NW. 

In summary, the high-level steps of the model identification Option 2, supported by using measurement configurations or data collection processes can be as follows, 
· The NW provides measurement or data collection process-related configurations (which may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations, or unique identifiers) to a given ML-enabled feature supported by the UE. 
· The UE may use the DL RS measurements corresponding to the above configurations to identify any new models by assuming model training/assessment/monitoring at the UE side. If there are new models that can be identified based on the UE’s training/assessments/monitoring process, the UE can associate such a model with measurement or data collection-related configurations. 
· The UE reports a model-ID for the new model with associated with the measurement or data collection process-related configuration(s). The Model-ID can be a logical ID, or a classical fingerprint (with a fixed field size).  
· The NW receives the model-ID and the model-ID can be used for supporting the ML-enabled feature depending on model-ID-LCM signalling.

Observation 9: For the case of online model identification based on measurement configuration(s) or data collection-related configuration(s), identifiers of the measurement configuration(s) or data collection-related configuration(s) can be reported with a model ID to the NW. 
Observation 10: For the case of online model identification based on measurement configuration(s) or data collection-related configuration(s), the NW and UE may be able to get an implicit understanding of additional conditions in which an ML model can be used. 

Option 2: Model identification when NW transfers UE-sided models.
During the RAN1 #114 meeting, there were discussions related to Type B2 model identification, and one method proposed as model identification was associated with the model transfer from the NW to the UE. When the NW trains UE-sided models or two-sided models, the training datasets and related assumptions for the training dataset (these assumptions can also contain assumptions on additional conditions) are assumed to be known to the NW. 
In the model transfer process, the NW can assign a model-ID for the model that is being transferred from the NW to the UE. There were further discussions on limiting this model identification type for the cases where UE knows the model structure associated with it. In any case, this option is handling a very limited case where the NW trains a model for the UE, and the UE runs it when the model is received from the NW. However, if we focus only on the model identification process and not on the model transfer details, the NW may have the understanding of model-related additional conditions associated with a model-ID, and allow select/switch/(de)-activate based on model-ID-based LCM.
In summary, the high-level steps of the model identification supported by NW to UE model transfer can be as follows, 
· The NW trains an ML model for a given ML-enabled feature supported by the UE. 
· The NW initiates the model transfer (for the given ML-enabled feature) towards the UE and assigns a Model-ID for the model to be transferred. The Model-ID can be a logical ID, or a classical fingerprint (with a fixed field size). 
· The UE receives the ML model with the model-ID and the received ML model can be used when supporting the ML-enabled feature, and model-ID is used in the model ID-based LCM signalling.

Observation 11: If UE models get trained at the NW (feasibility is not concluded yet in RAN1), the background training assumptions (including all additional conditions) are assumed to be known at the NW. 
Observation 12: If UE models get trained at the NW (feasibility is not concluded yet in RAN1), the NW can assign a model-ID to identify the model associated with the model transfer during the model transfer process and that model-ID can be used later in the model ID-based LCM. 




Option 3: Model identification by referring to timestamps and cells/TRPs/area information.
RAN1 can also consider other ways of model identification than limiting the model identification always to data collection or model transfer.   
For most of NW and UE assumptions (additional conditions in model identification discussions), it is reasonable to assume that these assumptions are repeatedly used/applicable in different time instances or periods of time that UE communicates with the NW. If a UE can assess/monitor the background ML models transparently at the UE, the UE can refer such time duration(s)/time stamp(s) or time-related information to an ML model and use it as the information to share in the online model identification procedure. If the ML model is required to be identified at the NW, the UE just has to report time duration(s)/time stamp(s)/time-relation info with a model ID where UE sees that the model may be applicable to have good performance. The NW can refer to this time duration(s)/time stamp(s)/time-related info and derive the background NW assumptions (additional conditions) to associate with the reported model-ID. The NW can refer to such model-ID in the later stages, especially when model inference is handled in matching NW assumptions from the NW perspective. It should be feasible to configure, details of cells/TRPs/PCIs/Area information where the model identification time duration(s) are applicable. The UE can assume that the NW-sided assumptions (NW-sided additional conditions) for those cells/TRPs/PCIs/Area remain stable during the time duration(s) of model identification, and the UE may be able to select UE-model(s) that suit the observed NW-additional conditions for those cells/TRPs/PCIs/Area.
To make this more efficient, the NW can configure or indicate time durations, with associated cells/PCIs/TRPs/tracking areas, that are applicable for online model identification (this can also refer to model assessment/monitoring), where the NW and UE can refer to the assumptions that are used in those time durations/cells/PCIs/TRPs/tracking areas remain stable as possible (e.g., beam codebook used by the NW remain stable during a time duration). As the additional conditions associated with the NW-side remain stable during such time duration(s), the UE may be able to select UE-model(s) that suit the observed NW setting. Within the time duration for model identification defined by the NW, the UE can determine, monitor, and assess the applicability of the UE-sided ML model(s) for a given scenario, cell, or site-specific setting that the gNB plans to use for the ML feature. This option may be considered together with Option 1, which means measurement configurations may also be configured towards the UE. During or after the time duration(s) for model identification, the UE may report a model ID, additionally with applicable time duration(s)/stamp(s)/etc., as model identification. 
In summary, the high-level steps of the model identification Option 3, by referring to time-duration(s)/cell(s)/TRP(s)/PCI(s)/area information, 
· The NW configures/indicates model identification time duration(s), and associated cells/PCIs/TRPs/Area information, in which UE can assume stable assumptions for additional conditions.  
· The UE may assess/monitor ML model(s) that suit the indicated time-duration(s) for the associated cells/PCIs/TRPs/Area information. If there are new models that can be identified based on the UE’s assessments/monitoring process, the UE can associate such a model with time duration info and other related applicability information such as associated cells/TRPs/PCIs/Area info. 
· The UE reports a model ID for the new model with the associated time duration (s) and other related info on applicable cells/TRPs/PCIs/area info.   
· The NW receives the model-ID and the model-ID can be used for supporting the ML-enabled feature depending on model-ID-LCM signalling.

Observation 13: By fixing NW-sided assumptions in certain time durations, the UE gets more opportunity to evaluate background ML model performances to identify suitable ML modes (for the observed NW assumptions). Also, as the respective background additional conditions are known at the NW and UE, the time durations can also be referred to in the signalling to identify ML models. 
Observation 14: Reporting model-ID with associated time duration(s) and other details like associated Cell(s)/PCI(s)/TRP(s)/Area information allows NW to have a further understanding of ML model-related additional conditions. 
Overall, RAN1 can further investigate different variants of model identification as listed in the above options. 
Proposal 7: RAN1 to consider the following options and high-level steps for online model identification. 
· Option 1: Model identification via measurement configurations (or via data collection process).
· The NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. 
· measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. 
· The UE may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model training/assessment/monitoring at the UE side. 
· The UE reports a model-ID to identify a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). 
· The NW and UE can refer to the model-ID for later stages of potential/optional model-ID-based LCM signalling.
· Option 2: Model identification when NW transfers UE-sided models.
· The NW trains an ML model for a given ML-enabled feature supported by the UE. 
· The NW initiates the model transfer (for the given ML-enabled feature) towards the UE and assigns a Model-ID for the model. 
· The UE receives the ML model with the model-ID.
· The NW and UE can refer to the model-ID for later stages of potential model-ID-LCM signalling.
· Option 3: Model identification referring to time duration(s)/timestamp(s) and cells/TRPs/area-related information.
· The NW provides time-duration(s), and other associated information such as cell(s)/TRP(s)/Area info(s) that can be used for model identification. 
· The UE identifies any new models by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s). 
· The UE reports a model-ID to identify a new model and reports associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s).
· The NW and UE can refer to the model-ID for later stages of potential model-ID-LCM signalling.

More importantly, in all the above options, the model identification happens only after an initial network attachment procedure of a UE and can be considered as a UE-specific process. The baseline procedures shall still be assumed, i.e., the NW configurations (functionalities) are received at the UE, and the UE is expected to operate based on functionality-based LCM. If the model identification is supported and required by the ML-enabled functionality/feature, e.g., for Option 2 by assuming the NW transfers (partially or completely) a new ML model to the UE in the connected state with over-the-air signalling, it may sound reasonable to assume model-ID usage stays outside of the functionality configurations and functionality-based-LCM procedures.  

Proposal 8: For the case of online model identification Type B1 or Type B2 for UE-side models and UE-part of two-sided models: 
· Functionality identification and NW-side functionality-based LCM shall still be the baseline. 
· Optionally (the need of online model identification is a separate discussion), a separate NW-side Model ID -based LCM procedure can be considered for the identified use cases. 
· Note: For online model identification, the model-ID-LCM procedures may not be feasible to be handled within the functionality identification or NW-side functionality-based LCM (as new models can also be identified after functionality configuration).  

Conclusion
In this contribution, we discuss further aspects related to AI/ML for Air-Interface, with the following observations and proposals. 

Observations

Observation 1: RAN1 agreed that conditions associated with an ML-enabled feature are reported via UE-capability reporting.

Observation 2: Based on the RAN1 agreement, additional conditions are not explicitly reported in the UE-capability signalling. Any additional conditions that fit the UE-capability signalling can be referred to as a “condition” and can be used in the functionality identification. 
Observation 3: Even in the cases that may have the need or benefits of identifying additional conditions, specifying details on additional conditions is a challenging task and creates a huge impact on the specification. 

Observation 4: For UE-side models and UE-part of two-sided models, RAN1 agreed that the network configures functionalities to the UE with each functionality referring to a configuration message (e.g., RRC or LPP) that contains network-selected conditions (according to the UE capability).  

Observation 5: For UE-side models and UE-part of two-sided models, RAN1 agreed that after functionality identification (i.e., after UE capability reporting and functionality configuration(s) are available at the UE), support reporting methods of applicable functionalities.   

Observation 6: For ML-enabled functionalities/features associated with UE-side models and UE-part of two-sided models, functionality identification and functionality-based LCM can work without any additional considerations on model identification. Additional conditions can be handled by the means of, 
· Validating/monitoring functionalities 
· Reporting applicable functionalities 
· UE implementation solutions (e.g., model generalization, transparent ML-model-LCM) 

Observation 7: Via offline model identification and UE-capability report indicating model-ID(s), the NW may be aware of potential additional conditions, and this knowledge could allow, in principle, more flexibility in the configuration options for the logical ML model(s) (combination of one or more physical ML Models) supporting a ML Functionality. 

Observation 8: For the case of offline model identification and UE reporting model-ID(s) via UE-capability signalling, as UE-capability reported details are considered in the functionality configurations and functionality-based LCM, a need to define a separate model ID-based LCM procedure is unclear. Signalling-wise, model ID-based LCM can be considered as a more granular mode of operating with functionality-based LCM.  

Observation 9: For the case of online model identification based on measurement configuration(s) or data collection-related configuration(s), identifiers of the measurement configuration(s) or data collection-related configuration(s) can be reported with a model ID to the NW. 
Observation 10: For the case of online model identification based on measurement configuration(s) or data collection-related configuration(s), the NW and UE may be able to get an implicit understanding of additional conditions in which an ML model can be used. 
Observation 11: If UE models get trained at the NW (feasibility is not concluded yet in RAN1), the background training assumptions (including all additional conditions) are assumed to be known at the NW. 
Observation 12: If UE models get trained at the NW (feasibility is not concluded yet in RAN1), the NW can assign a model-ID to identify the model associated with the model transfer during the model transfer process and that model-ID can be used later in the model ID-based LCM. 
Observation 13: By fixing NW-sided assumptions in certain time durations, the UE gets more opportunity to evaluate background ML model performances to identify suitable ML modes (for the observed NW assumptions). Also, as the respective background additional conditions are known at the NW and UE, the time durations can also be referred to in the signalling to identify ML models. 
Observation 14: Reporting model-ID with associated time duration(s) and other details like associated Cell(s)/PCI(s)/TRP(s)/Area information allows NW to have a further understanding of ML model-related additional conditions. 

Proposals

Proposal 1: For UE-side models and UE-part of two-sided models, the conditions for AI/ML-enabled features shall contain the following (see Table 1), 
· Conditions on inference (use case specific) 
· Conditions on performance monitoring (use case specific) 
· Conditions on functionality configurations (generic) 
· Conditions on functionality validation procedure (use case specific)
· Conditions on supporting fallback (use case specific)
· Context information - part of additional conditions (use case specific)

Proposal 2: For a ML-enabled feature, RAN1 to clarify that any ML model related variable/assumption/parameter that is not explicitly specified (including the case that it does fit into the UE-capability signalling framework) can be referred to as an additional condition. 

Proposal 3: RAN1 does not specify additional conditions. 

Proposal 4: For ML-enabled functionality/feature associated with UE-side models and UE-part of two-sided models, functionality identification and functionality-based LCM are considered as the baseline. 

Proposal 5: RAN1 to note that the additional conditions (if any) can be handled by validating/monitoring functionalities (e.g., monitoring performance for an inactive and/or active functionality), reporting applicable functionalities, and UE implementation solutions e.g., generalized models for UE reported conditions, without fully relying on model identification. 

Proposal 6: For the case of offline model identification and UE reporting model-ID(s) via UE-capability signalling, 
· Functionality identification and functionality-based LCM shall be the baseline to be specified in RAN1 (and RAN2). 
· No separate Model ID-based LCM procedures may be needed as any model ID-related configurations/indications can be handled within the baseline functionality identification and functionality-based LCM, e.g., Functionalities (NW configurations) can include model-ID(s), and the functionality LCM can indirectly handle model-ID-LCM.  
· If/when the model ID-based LCM is related to other aspects, e.g., model updates/transfer, that shall not be mixed up with the basic framework of supporting ML-enabled functionality/feature. 

Proposal 7: RAN1 to consider the following options and high-level steps for online model identification. 
· Option 1: Model identification via measurement configurations (or via data collection process).
· The NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. 
· measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. 
· The UE may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model training/assessment/monitoring at the UE side. 
· The UE reports a model-ID to identify a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). 
· The NW and UE can refer to the model-ID for later stages of potential/optional model-ID-based LCM signalling.
· Option 2: Model identification when NW transfers UE-sided models.
· The NW trains an ML model for a given ML-enabled feature supported by the UE. 
· The NW initiates the model transfer (for the given ML-enabled feature) towards the UE and assigns a Model-ID for the model. 
· The UE receives the ML model with the model-ID.
· The NW and UE can refer to the model-ID for later stages of potential model-ID-LCM signalling.
· Option 3: Model identification referring to time duration(s)/timestamp(s) and cells/TRPs/area-related information.
· The NW provides time-duration(s), and other associated information such as cell(s)/TRP(s)/Area info(s) that can be used for model identification. 
· The UE identifies any new models by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s). 
· The UE reports a model-ID to identify a new model and reports associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s).
· The NW and UE can refer to the model-ID for later stages of potential model-ID-LCM signalling.

Proposal 8: For the case of online model identification Type B1 or Type B2 for UE-side models and UE-part of two-sided models: 
· Functionality identification and NW-side functionality-based LCM shall still be the baseline. 
· Optionally (the need of online model identification is a separate discussion), a separate NW-side Model ID -based LCM procedure can be considered for the identified use cases. 
· Note: For online model identification, the model-ID-LCM procedures may not be feasible to be handled within the functionality identification or NW-side functionality-based LCM (as new models can also be identified after functionality configuration).  
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Annex

The examples for conditions are provided in Tables 2-4, for selected sub-use cases of beam prediction, CSI compression, and positioning. Only the most essential conditions are mentioned in these tables and further conditions can be identified depending on the additional features considered in different sub-use cases. 
Table 2: Conditions for BM-Case1
	Condition
	Description

	1. Support Top-K DL Tx beam prediction (K = 1, 2, 4, [8])
	This defines the support of predicting best-K NZP CSI-RS resources based on SSB and/or CSI-RS-based RSRP measurements. 

	2. Set B conditions
	· Measured DL RS (SSB, CSI-RS, SSB and CSI-RS) 
Defines support of using SSB and/or CSI-RS-based RSRP measurements. 
· Measured DL RS set dimension (4, 8, 12, [16]) 
Indicates the minimum number of NZP-CSI-RS resources that shall be measured and used by the UE for predicting best-K NZP CSI-RS resources
· Measured DL RS set pattern (e.g., fixed, pre-configured list, random) 
Indicates the limitations on the set pattern for Set B conditions

	3. Set A conditions
	· Predicted DL RS (CSI-RS)
Defines support of predicting CSI-RS resources.
· Predicted DL RS set dimension (16, 32, 64)
Indicates the maximum number of NZP-CSI-RS resources that shall be configured as the prediction NZP-CSI-RS resource set

	4. NW-side performance monitoring conditions 
	· Support measurements of Predicted DL RS set (full Set A, partial Set A)
Defines the support of measuring the NZP-CSI-RS resources that correspond to Set A. 
· Measurement periodicity (100 ms, 200 ms)
Indicates the minimum periodicity when supporting NZP-CSI-RS resources that correspond to Set A

	5. Conditions on supporting ML functionalities
	· Max number of supported functionalities (1, 2, 4, 8,)
Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE 
· Delay in activating a functionality (2 ms, 4 ms,  .)
Indicates the delay required when activating or switching a functionality. 
· Generalization condition of functionalities (true, false)
Indicates that the UE supports any functionality configured considering the parameter combinations of 1-4 and can be used towards the UE without any validation of whether the functionality is applicable or not.



Table 3: Conditions for CSI-Compression
	Condition
	Description

	1. CSI-RS measurement conditions
	· Maximum number of simultaneously active CSI-RS ports/resources
· Maximum number of simultaneously active CSI-RS ports/resources for each AI/ML-based CSI type
Defines the maximum number of CSI-RS ports/resources that can be simultaneously active per band or per band combination. “Simultaneous” for CSI-RS means, in any slot, the number of active CSI-RS resources/ports

	2. CSI-RS and CSI reports configuration conditions

	· Maximum number of configured CSI-RS/IM ports/resources (e.g., in CSI-RS-IM-ReceptionForFeedback)
· Maximum number of configured CSI Report Settings (e.g., in csi-ReportFramework)
Defines the maximum number of CSI-RS/IM ports/resources and CSI Report Settings that can be configured per BWP (regardless of whether they are active)

	3. CSI calculation conditions i.e., number of occupied CSI Processing Units (CPU)
	Defines the maximum number of CSI Processing Units that can be simultaneously occupied by all CSI or beam reports in any given symbol.

	4. Output CSI conditions

	Defines the supported definitions/conditions on the output CSI, including:
· Compression ratio conditions (e.g., CR4, CR8,..)
Defines the supported compression ratios of the compressed CSI codebook supported by the UE.
· Quantizer conditions (e.g., SQ1, VQ1,..)
Defines the supported quantization modes for compressed CSI codebook supported by the UE.

	5. Model ID (offline identification)
	Indicates model pairing ID(s) (interpretable by the NW) for offline identification purposes, to enable matching the UE side and NW side models. One model ID can be reported by a bit field defined in the spec (e.g., 3 or 4 bits) which allows NW to consider selecting a matching model on the NW side.

	6. Conditions on supporting ML functionalities

	· Max number of supported functionalities (1, 2, 4, 8, ...)
Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE 
· Delay in activating a functionality (2 ms, 4 ms, ...)
Indicates the delay required when activating or switching a functionality
· Generalization condition of functionalities (true, false)
Indicates that the UE supports any functionality configured considering the parameter combinations of 1-4 and can be used towards the UE without any validation whether functionality is applicable or not.



Table 4: Conditions for Positioning Case 1 – Direct AI/ML (AIML_direct_DL_CIR_ UEside).
	Condition
	Description

	1. Supported N’t 
(N’t = 64, 128, 256, 512)
	Indicates the N’t values that the UE is capable to consider in AIML_direct_DL_CIR_UEside positioning.
Note: N’t is the number of the first time domain samples for the CIR input parameter.

	2. Supported N_port 
(N_port = 1,2,4)
	Indicates the N_port is the number of transmit/receive antenna port pairs to consider in AIML_direct_DL_CIR_UEside positioning.
Note: the antenna port is a logical entity that can be connected to different physical antennas.

	3. Supported N_TRP 
(N_TRP = 1, 2, …, 72)
	Indicates the number of N_TRP, which is the number of TRPs to consider for AIML_direct_DL_CIR_UEside positioning.

	4. Supported set conditions for measured DL PRS
	Defines support of using DL PRS based CIR measurements for AIML_direct_DL_CIR_UEside.

	5. Supported performance monitoring conditions 

	Defines the minimum periodicity to report performance monitoring for AIML_direct_DL_CIR_UEside.

	6. Supported estimated CIR quantization reporting
	Defines the discrete characteristics of the CIR for AIML_direct_DL_CIR_UEside.

	7. Conditions on supporting ML functionalities 
	· Max number of supported functionalities (1, 2, 4, 8, ...)
Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE 
· Delay in activating a functionality (2 ms, 4 ms, ...)
Indicates the delay required when activating or switching a functionality
· Generalization condition of functionalities (true, false)
Indicates that the UE supports any functionality configured considering the parameter combinations of 1-4 and can be used towards the UE without any validation whether functionality is applicable or not.
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