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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of potential specification impacts as following.
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

[bookmark: _Hlk99710673]In this contribution, we discuss sub use-cases and potential specification impacts on AI/ML for CSI feedback enhancements.
2. Discussion on CSI compression
At the RAN1#109-e meeting, spatial-frequency domain CSI compression using two-sided AI models, as known as auto-encoder of CSI feedback was agreed to be a representative sub use case as following [2]. 
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Fig. 1 illustrates the framework of CSI compression with two-sided models. As shown in Fig. 1, UE is equipped with an AI/ML encoder to compress CSI into encoded bits, while the corresponding AI/ML decoder is deployed on gNB to reconstruct CSI from encoded bits. In CSI compression with two-sided models, UE calculates downlink CSI, such as channel matrix or precoding matrix, and feeds the CSI into the encoder for compression. After the AI/ML encoder extracts essential features and outputs the encoded bits, UE reports the encoded bits to gNB where CSI can be reconstructed from encoded bits with the AI/ML decoder. In this contribution, the inputs of encoder and outputs of decoder are assumed to be the same.
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Figure 1. The framework of spatial-frequency domain CSI compression with two-sided models.
[bookmark: _Hlk100763608]With this AI/ML-based compression technique, accuracy improvements under a certain overhead of CSI reports and overhead reduction for CSI reports achieving a certain performance are observed [3]. 
At the RAN1#112 meeting, it was agreed that the potential specification impacts with the precoding matrix as input/output are further studied while the study of explicit channel matrix depends on the performance evaluation as following [4]. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately

Along with this agreement, we discuss the spatial-frequency domain CSI compression with precoding matrix as input/output in the remaining of this section.
2.1. Model training for CSI compression
At the RAN1#112 meeting, the aspects to study for each training procedure were agreed as follows [4]. 
Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 

Also, it was agreed at the RAN1#113 meeting to analyze the aspects separately for known model structure and unknown model structure in type 1 training, and to analyze the aspects separately for simultaneous training and sequential training in type 2 training [5]. 
Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.

Agreement 
· Type 2 Joint training of the two-sided model at network side and UE side, respectively.
· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately
· Note: Sequential training includes starting with UE side training, or starting with NW side training

In Table 1 and Table 2, characteristics of type 1, type 2, and type 3 training procedures are analysed in terms of the aspects that was agreed to study. In the table, the differences from the latest one in the FL summary [6] are highlighted with green collar and yellow collar, where yellow highlighted parts are just wording update for the consistency between two tables. 
In type 1 training procedure, a model is delivered from the training entity to the other side. After model delivery, the model at training entity side can be updated assuming the other side still uses the delivered model. Hence, if the NW side or UE side is the training entity, a new NW side or UE side model can be developed/updated separately from the other side, respectively. In the same manner, it is possible to train a new NW side or UE side model compatible with the other side model in use, as long as the other side model in use is the delivered model. 
Whether training data distribution matches the inference device is important aspect. If it is not matched, the performance loss is expected. In type 2/3 training, the dataset is necessary to be shared between UE side and NW side beforehand. If the UE side model is trained based on the dataset collected at the corresponding UE side, the data distribution can be said to be matched. In type 2 sequential training, UE side model is trained with frozen NW model. In that case, the dataset used for training one UE side model can be only the dataset collected at the corresponding UE side. On the other hand, type 2 simultaneous training may train the NW side model and multiple UE side models simultaneously. In such scenarios, the dataset used for training could be collected from multiple UE sides, and the training data distribution may not be completely aligned with inference device. The same limitation exists for NW first type 3 training. 
Proposal 1: Conclude characteristics of type 1, type 2, and type 3 training procedure based on Table 1 and Table 2. 
Table 1. Characteristics of type 1 training procedure. 
		                        Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 2)
	No (note 2)
	No (note 2)
	No (note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise 
	Flexible for NW defined scenario. No otherwise
	Semi-flexible, if assistance information is supported.
No otherwise. 
	Yes, if assistance information is supported.
No otherwise

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Yes
	gNB: No
UE: Yes
	Yes

	Model update flexibility after deployment 
	Flexible 
	Flexible 
	Flexible
less flexible than Type 1 NW side
	 Flexible
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible only for NW side model
	Feasible only for NW side model
	Feasible only for UE side model
	Feasible only for UE side model

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Support
	Support
	Support, if NW-side model in use is delivered by UE
	Support, if NW-side model in use is delivered by UE

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Support, if UE-side model in use is delivered by NW
	Support, if UE-side model in use is delivered by NW
	Support
	Support

	Whether training data distribution can match the inference device
	Limited
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Not compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Table 2. Characteristics of type 2 training procedure and type 3 training procedure. 
		                       Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult 
	Semi-flexible. Less flexible compared to type 3
	Semi flexible 
	Semi flexible 
if assistance information is supported.
Not flexible otherwise 

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible 
	Semi-flexible. 

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations 
	 
Yes. Performance loss refers to 9.2.2.1 observations
 
	Yes, per camped cell. 
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	Limited
	Yes
	Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations



2.2. Pairing mechanism for CSI compression
At the RAN1#114 meeting, the following observation, proposal, and agreement regarding the paring mechanism and model ID were made [6] [7]. 
Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  
Proposal: 
In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB.  
· UE report the supported the pairing information in UE capability report as a starting point.
· When multiple pairing information are supported through UE capability report, additional NW and UE interaction is needed. 
Agreement
Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

In the observation, there are six options as paring information. In our view, paring information in almost all options are in form of model ID. Apparently, Option 1-3 assumes the pairing info in form of ID representing model. In Option 4 and 5, the paring information is in form of dataset or training session. As the model can be defined based on what dataset is used for training and/or how the model is trained, the paring information in Option 4 and 5 can be viewed as model ID in a sense. 
Also, it was agreed to report the supported model ID in UE capability as a starting point. This agreed procedure is very similar to the proposed pairing mechanism in the above proposal, except for that paring information is reported instead of model ID. For those reasons, we think model ID can be used as paring information and the model ID reporting in UE capability can be starting point even for pairing of two-sided model. In that case, there is no need to introduce additional ID for pairing.  
Proposal 2: Model ID can be used as pairing information for two-sided model. 

2.3. Quantization alignment
At the RAN1#112bis-e meeting, the agreement related to the quantization alignment was made [8].
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
·       For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
·       For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.

Quantization alignment between UE side and NW is necessary to achieve the high performance in CSI compression. In CSI compression, the quantization alignment should be considered during model training as well as during model inference. Especially, the alignment during model training is essential for quantization-aware training, which outperforms the non-quantization-aware training based on the simulation results. However, we think 3GPP specification does not need to support the quantization alignment in case of offline training. When offline training is applied, the training procedure is expected to be managed by the offline co-engineering collaboration between UE side and NW side. Hence, the quantization alignment can be performed outside 3GPP as well. 
Several alignment approaches for model inference were identified in the discussion. One approach is to align the quantization implicitly via paring of two-sided models. Since the quantization part can be viewed as one part of model, the quantization alignment can be guaranteed if the compatibility of two-sided model is ensured. Thus, if offline training is applied and compatibility between the encoder and the decoder is ensured, it is not necessary to introduce the quantization alignment mechanism in 3GPP.
Observation 1:  if offline training is applied and compatibility between the encoder and the decoder is ensured, it is not necessary to introduce the quantization alignment mechanism in 3GPP.

2.4. Reporting framework
When CSI compression is applied, the encoded bits are reported. As the encoded bits represent CSI, it is reasonable to reuse the CSI reporting mechanism. However, RAN1 has not sufficiently discussed the feasibility of reusing the CSI reporting mechanism for encoded bits reporting. In this section, the feasibility of reusing legacy CSI reporting framework for CSI compression is discussed. If there is no technical issue, the existing CSI reporting framework should be reused for CSI compression.
Proposal 3: Reuse legacy CSI reporting principle, unless technical issue is observed.

2.4.1. CQI calculation
Even though the most of the existing CQI frameworks can be reused when the reconstructed CSI type is a precoding matrix, some enhancements are necessary so that CQI is applicable to the CSI compression. In the current framework, the CQI is calculated by UE assuming that the precoding matrix derived from the reported PMI is applied. If PMI is replaced by the encoded bit information, how to assume a precoding matrix for CQI calculation needs to be specified for CSI compression scenarios. Also, unless the decoder is deployed at UE in addition to the encoder, the reconstructed CSI is not available at UE. In that case, UE is not fully aware of the precoding matrix reconstructed at gNB. At the RAN1#112 meeting, the agreement related to CQI determination was made [4]. 
Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

Option 1a is the simplest approach to calculate CQI based on the target CSI. The drawback of this approach is that the calculated CQI could be exaggerated due to the gap between the target CSI and the reconstructed CSI. The same issue exists in Option 1b and Option 1c. On the other hand, Option 2a and Option 2b can provide the CQI calculated based on the reconstructed CSI. However, Option 2a requires the additional processing and additional model only for the CQI calculation, and Option 2b results in the large latency to obtain the CQI. Thus, all Options have pros and cons.
If the accurate CQI is obtained, the proper MCS can be selected. However, CQI is not the only reference for the MCS selection. For example, HARQ-ACK mechanism can help MCS selection via closed-loop mechanism. Hence, the accurate CQI is not essential in the operation. As long as reported CQI can be useful as the rough reference for MCS selection, it is sufficient from the operation perspective. Also, the simulation results show that CQI based on the target CSI provides almost the same performance as CQI based on the reconstructed CSI in our companion contribution [3]. From these point of view, Option 1a seems sufficient enough as CQI for CSI compression. 
Observation 2: There is another mechanism to help MCS selection, such as HARQ-ACK mechanism, in addition to CQI reporting.
Proposal 4: CQI calculated based on target CSI is sufficient for CSI compression.

2.4.2. Channel for CSI reporting
In the existing 5G NR framework, subband type II codebook can be reported only on PUSCH due to the expected overhead. Even though CSI compression can reduce the signalling overhead, the signalling overhead is expected to be larger than wideband type II codebook. Therefore, it is reasonable to reuse the same constraint as subband type II codebook about channel for CSI reporting. 
Observation 3: For CSI compression, the constraint on channel for CSI reporting can be the same as subband type II codebook.

2.4.3. CSI processing unit
The processing burden is different according to the activated model. If the model requires a large number of computational operations, a large number of occupied CSI processing units should be considered in CSI processing criteria calculation. If not, the small number should be assigned to the reporting of that model inference results. To match the actual processing burden, it is better to study reporting the occupied CSI processing unit value per model ID or functionality. 
Proposal 5: Consider reporting the required CSI processing unit value of CSI calculation per model ID or functionality.

2.4.4. CSI omission
At the RAN1#113 meeting, the agreement regarding part 1 CSI and part 2 CSI for CSI compression was made [5].
Agreement
In CSI compression using two-sided model use case, for the study of UCI format, consider the legacy CSI reporting principle with CSI Part 1 and Part 2 as a starting point, where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1.

Unless no technical issue is observed, reusing the existing CSI omission mechanism within part 2 CSI should be considered as starting point from Proposal 3. In the legacy CSI reporting, group 1 and group 2 in the priority reporting levels for part 2 CSI is determined according to the layer. This principle cannot be applied for rank common models or rank specific models, since those models compress CSI over layers and the compressed bits are not dividable between layers. On the other hand, the compression is conducted per layer for layer common models and layer specific model. As the same principle can be reused at least for layer common models and layer specific models, layer-based priority rule can be considered as baseline for layer specific and layer common model.
Proposal 6: Consider layer-based priority reporting levels as baseline at least for layer specific model and layer common model for CSI compression. 

3. Discussion on CSI prediction
At the RAN#100 meeting, it was agreed that RAN WGs study specification impacts of CSI prediction regarding data collection procedures and monitoring procedures as follows [9].
Agreement
· RAN tasks RAN WGs to study a subset of the specification impacts of CSI prediction limited to the following aspects:
· data collection procedures reusing as much as possible what is defined for UE side use cases
· monitoring procedure and associated fallback mechanism to legacy CSI reporting
· The RAN WGs spec impact work on this use case shall not affect progress on the on-going work for other use cases.

3.1. Performance monitoring
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW.

At the RAN1#114 meeting, the performance monitoring of CSI prediction was categorized into three types only for functionality-based LCM as the above agreement [6]. Given that the functionality-based LCM and model ID-based LCM are usually discussed together without any prioritization, the same discussion should be triggered in model ID-based LCM. In our view, the similar categorization can be applied even to model ID-based LCM in CSI prediction. Specifically, the following categorization can be considered for model ID-based LCM in CSI prediction.
・Type 1
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates model ID decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of model selection/activation/ deactivation/switching. 
・Type 2
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of model selection/activation/ deactivation/switching.
Type 3
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of model selection/activation/ deactivation/switching. 
Proposal 7: For model ID-based LCM in CSI prediction using UE side model, the following monitoring procedure can be considered.
・Type 1
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates model ID decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of model selection/activation/ deactivation/switching. 
・Type 2
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of model selection/activation/ deactivation/switching.
Type 3
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of model selection/activation/ deactivation/switching. 
As can be seen in Fig.2, one model/functionality of CSI prediction can predict CSI associated with multiple prediction time offsets (time gaps between the measurement and predicted CSI). As the prediction time offset gets large, the prediction difficulty gets increased. Then, it is preferrable to calculate the performance metric per prediction time offset for the performance analysis. In this manner, NW can discern reliability of the predicted value corresponding to each prediction time offsets for NW operation.
Proposal 8: Consider performance metric calculation per prediction time offset for monitoring CSI prediction.
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Figure 2. Performance monitoring of model/functionality predicting CSI associated with multiple time instances.

4. Conclusion
In this contribution, we discussed the sub use-cases and potential specification impacts on AI/ML for CSI feedback enhancements. Based on the discussion we made the following observations and proposals.
Observation 1:  if offline training is applied and compatibility between the encoder and the decoder is ensured, it is not necessary to introduce the quantization alignment mechanism in 3GPP.
Observation 2: There is another mechanism to help MCS selection, such as HARQ-ACK mechanism, in addition to CQI reporting.
Observation 3: For CSI compression, the constraint on channel for CSI reporting can be the same as subband type II codebook.
Proposal 1: Conclude characteristics of type 1, type 2, and type 3 training procedure based on Table 1 and Table 2. 
Proposal 2: Model ID can be used as pairing information for two-sided model. 
Proposal 3: Reuse legacy CSI reporting principle, unless technical issue is observed.
Proposal 4: CQI calculated based on target CSI is sufficient for CSI compression.
Proposal 5: Consider reporting the required CSI processing unit value of CSI calculation per model ID or functionality.
Proposal 6: Consider layer-based priority reporting levels as baseline at least for layer specific model and layer common model for CSI compression. 
Proposal 7: For model ID-based LCM in CSI prediction using UE side model, the following monitoring procedure can be considered.
・Type 1
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates model ID decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of model selection/activation/ deactivation/switching. 
・Type 2
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of model selection/activation/ deactivation/switching.
Type 3
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of model selection/activation/ deactivation/switching. 
Proposal 8: Consider performance metric calculation per prediction time offset for monitoring CSI prediction.
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